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Abstract

Microsoft® Internet SCSI (iSCSI) Initiator enables you to connect a host computer that is running Windows® 7 or Windows Server 2008 R2 to an external iSCSI-based storage array through an Ethernet network adapter. You can use Microsoft iSCSI Initiator in your existing network infrastructure to enable block-based storage area networks. 
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Microsoft iSCSI Initiator Step-by-Step Guide

Microsoft® Internet iSCSI Initiator enables you to connect a host computer that is running Windows® 7 or Windows Server® 2008 R2 to an external iSCSI-based storage array through an Ethernet network adapter. You can use Microsoft iSCSI Initiator in your existing network infrastructure to enable block-based storage area networks (SANs). SANs provide iSCSI target functionality without investing in additional hardware, and they enable the use of iSCSI storage devices in home and small offices.


iSCSI SANs and iSCSI storage devices are popular for a variety of reasons. They offer the ability to do the following:


Leverage existing investments in Ethernet infrastructures and expertise


Leverage existing investments in IP protocol


Offer dynamic capacity expansion


Simplify SAN configuration and management


Centralize management through storage consolidation


Provide scalable performance


Provide higher storage utilization


Provides access to storage volumes as block storage devices.
· This makes iSCSI devices ideal for use by enterprise applications such as Microsoft Exchange Server and Microsoft SQL Server®. In particular, Microsoft iSCSI Initiator is the component in the overall iSCSI environment that creates the appearance that the iSCSI SANs are locally attached disks.

This document includes the following topics:


Understanding Microsoft iSCSI Initiator Features and Components

Installing and Configuring Microsoft iSCSI Initiator

Using Microsoft iSCSI Initiator in Windows Server 2008 R2 and Windows 7
Understanding Microsoft iSCSI Initiator Features and Components

This section includes the following topics:


What’s new in Microsoft iSCSI Initiator in Windows Server 2008 R2 and Windows 7

SAN components in Microsoft iSCSI Initiator

Microsoft iSCSI Initiator implementation

Microsoft iSCSI Initiator components

Services that depend on iSCSI devices

How Microsoft iSCSI Initiator manages targets
What’s new in Microsoft iSCSI Initiator in Windows Server 2008 R2 and Windows 7

The following changes are available for Microsoft® iSCSI Initiator in Windows Server® 2008 R2 and Windows® 7:

Graphical user interface enhancement and redesign   The graphical user interface in Microsoft iSCSI Initiator is redesigned to allow easier access to the most commonly used settings. Additions to the interface include layout enhancements, configuration reporting, and a Help system. The graphical user interface for Microsoft ISCSI Initiator is included in Server Core installations of Windows Server 2008 R2. 

Quick Connect   Quick Connect allows one-click connections to storage devices if they do not require advanced settings, such as Internet Protocol security (IPsec) and Challenge Handshake Authentication Protocol (CHAP). Quick Connect provides a one-step method to discover devices, log on, or make a target location a favorite target.

Configuration tab   The Configuration tab allows you to generate a configuration report of all the connected targets and devices on the system.

iSCSI digest offload support   Microsoft iSCSI Initiator cyclic redundancy check (CRC—for header and data digests) are offloaded by using a new, industry-standard CPU instruction set. This provides transparent interoperability for all network adapters without requiring changes to networking drivers. This helps decrease CPU utilization, which is important for routed networks. The digest offload support is auto-detected and does not require configuration.

iSCSI boot support for up to 32 paths with Microsoft Multipath I/O (MPIO) at boot time   Supporting redundant boot paths is an important consideration for IT administrators when they are planning server implementations. Administrators who implement Windows Server 2008 R2 in 24/7 environments require end-to-end redundancy of all components within the system. This includes components within the physical server chassis and in paths to external storage boot and data volumes. (When servers boot from external storage devices, one additional redundant path does not offer the level of redundancy that is needed to protect against network component failures or outages.)

Centralizing storage within an external storage chassis enables resilience to hard drive failures and reduces the maintenance that is associated with hard drive replacement. This is especially important so that blade server form factors can reduce power and cooling requirements and enable higher density.

SAN components in Microsoft iSCSI Initiator

 Microsoft iSCSI Initiator is a system, such as a server that attaches to an IP network and initiates requests and receives responses from an iSCSI target. The SAN components in Microsoft iSCSI Initiator are largely analogous to Fibre Channel SAN components, and they include the following:


iSCSI driver
To transport blocks of iSCSI commands over the IP network, an iSCSI driver must be installed on the iSCSI host. An iSCSI driver is included with Microsoft iSCSI Initiator.

A gigabit Ethernet adapter that transmits 1000 megabits per second (Mbps) is recommended for the connection to an iSCSI target. Like standard 10/100 adapters, most gigabit adapters use a preexisting Category 5 or Category 6E cable that. Each port on the adapter is identified by a unique IP address.


iSCSI target
An iSCSI target is any device that receives iSCSI commands. The device can be an end node, such as a storage device, or it can be an intermediate device, such as a network bridge between IP and Fibre Channel devices. Each port on the storage array controller or network bridge is identified by one or more IP addresses.
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Note 

Each iSCSI host is identified by a unique iSCSI Qualified Name (IQN), which is analogous to a Fibre Channel World Wide Name (WWN).


Native and heterogeneous IP SANs
The relationship between Microsoft iSCSI Initiator and the iSCSI target is shown in Figure 1. 
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Figure 1   Microsoft iSCSI Initiator and the iSCSI target

In this case, Microsoft iSCSI Initiator acts as a client and the iSCSI target is the storage array. This topology is considered a native iSCSI SAN, because it consists entirely of components that transmit the SCSI protocol over TCP/IP.

In contrast, a heterogeneous IP SAN, such as the one illustrated in Figure 2, consists of components that transmit the SCSI protocol over TCP/IP and Fibre Channel connections. 

 

[image: image6.png]ISCSI client/host:
contains
Microsoft iSCST

Initiator
t server

TCP/IP protocol

1P switch

bridge
(SCST target)

FC switch

FC protocol

| torage ey
el





 

Figure 2   Heterogeneous IP SAN

To accomplish this, a network bridge or gateway device is installed between the IP and the Fibre Channel devices. The network bridge translates between the TCP/IP and Fibre Channel protocols, so that the iSCSI host sees the storage device as an iSCSI target.
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Note 

Servers that directly access the Fibre Channel target must contain host bus adapters (HBAs) rather than the network adapters of iSCSI hosts. iSCSI hosts can use a network adapter or an HBA.

Microsoft iSCSI Initiator implementation

Support for the following functionality is included with Microsoft iSCSI Initiator:


iSCSI Naming Service (iSNS)   Helps with ease-of-management and controlled discovery in larger environments


iSCSI/Remote Boot   Supports remote booting from online storage on computers that are running Windows Server 2008 R2.


CHAP   Allows one-way and mutual CHAP to authenticate Microsoft iSCSI Initiator and the target


Digests   Provides advanced support for software header and data digest calculations by using the Intel Slicing-by-8 algorithm


Support for IPV6 addressing   Uses IPv6 addresses and protocols in addition to IPv4


IPsec   Helps ensure privacy by encrypting the data.


Microsoft Multipath I/O (MPIO)   Helps ensure high availability of data by utilizing multiple paths between the CPU on which the application is executing and the iSCSI target where the data is physically stored
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Note 

MPIO is available in all editions of Windows Server 2008 R2. It is not available in Windows 7.


Multiple connections per session   Helps ensure speed and availability.

Microsoft iSCSI Initiator components

Microsoft iSCSI Initiator includes the following components:


Kernel-mode driver (mini port driver—msiscsi.sys)   SCSI device driver component that is responsible for moving data from the storage stack to the network stack. This driver operates only when the iSCSI traffic uses a standard network adapter, not when specialized iSCSI HBAs are used. This driver and some multifunction HBAs support the Storport storage driver.


Initiator service (iscsiexe.dll)   A service that manages all Microsoft iSCSI Initiators (including network adapters and HBAs) on behalf of the operating system. Its functions include aggregating device discovery information and managing security. The Internet Storage Name Service (iSNS) client includes support to discover and connect to servers that are running Microsoft iSCSI Initiator.


Management applications   These applications include the iSCSI command-line interface (iSCSICLI.exe), graphical user interface (iscsicpl.exe) property pages, and Windows Management Instrumentation (WMI).


Microsoft Multipath I/O support for iSCSI (including device-specific module drivers)   Device-specific module (DSM) drivers provide high-availability path fail over and load balancing to external storage arrays.

Microsoft iSCSI Initiator includes a kernel-mode driver that uses the TCP/IP stack in Windows Server 2008 R2 and Windows 7 and one or more network adapters that are exposed to the Windows operating system. The kernel-mode driver interface and the application programming interface (API) are well defined. Independent software vendors (ISVs) and independent hardware vendors (IHVs) can use these interfaces to produce customized components. In conjunction with a Storport storage driver, IHVs can build specialized hardware for Microsoft iSCSI Initiator (iSCSI HBA) that can be used by the Microsoft iSCSI Initiator service.

Microsoft supports the use of iSCSI HBAs when they have been qualified by the Designed for Windows Logo Program. iSCSI HBAs that don’t use the Microsoft iSCSI Initiator service are not supported.
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Note 

Microsoft does not support using non-Microsoft iSCSI software initiators on the Windows operating system.

Services that depend on iSCSI devices

Devices that are connected to a computer through Microsoft iSCSI Initiator are presented to the Windows operating system later in the boot process than direct-attached storage. There are applications and services that make assumptions about the timing of the availability of the devices. The Microsoft iSCSI Initiator service and the Service Control Manager in the Windows operating system help these applications and services synchronize with information about the devices and volumes that are hosted on iSCSI targets.

The basic mechanism works as follows: 

Microsoft iSCSI Initiator is configured to be automatically started by the service control manager during system startup. This service can be configured to delay its startup sequence until a list of devices and disk volumes has completed initialization. For example, if there is a service stored on a SQL Server database (or a service with code or data installed on a iSCSI disk volume), which has an assumption that all devices and disk volumes are available before it starts, then that service must be configured to start after Microsoft iSCSI Initiator completes its initialization. 

How Microsoft iSCSI Initiator accesses targets

Node names

 Microsoft iSCSI Initiator strictly follows the rules that are specified for iSCSI node names. The rules are applied for the Microsoft iSCSI Initiator node name and any target node names that are discovered. Rules for building iSCSI node names (as described in the iSCSI specification and the “String Profile for iSCSI Names” internet draft) are as follows:


Node names are encoded in the UTF-8 character set. Note that the Microsoft iSCSI Initiator service does not support UCS-4 characters. RFC 2044 describes UTF-8 encoding.


Node names are 223 bytes or less.


Node names may contain alphabetic characters (a to z), numbers (0 to 9), a period (.), a hyphen (-), or a colon (:).


Uppercase characters are always mapped to lowercase characters.

In addition, Microsoft iSCSI Initiator takes the following actions if rules for node names are violated:


Returns an error if there is an attempt to set the node name to an invalid string.


Returns an error if there is an attempt to manually configure a target with an invalid target node name.


Generates a node name dynamically (based on the computer name) if a node name is not set.


Maps invalid characters. For example, if a computer name includes an underscore, Microsoft iSCSI Initiator changes it to a hyphen (-). (If the computer name is Computer1_Dept1, then the equivalent part of the node name becomes Computer1-Dept1.) 


Generates an event log if a target has a node name that is not valid. It ignores that target, and in some cases, all targets that are discovered with it (for example, if a target in the SendTargets node has an invalid node name, Microsoft iSCSI Initiator ignores all targets within the SendTargets text response). 

Initiator Instance

Microsoft iSCSI Initiator aggregates the software initiator component and iSCSI HBAs into a common iSCSI node. To do this, Microsoft iSCSI Initiator must track the individual iSCSI HBAs and software initiators because a number of the APIs allow the operations to occur on only one HBA. For example, the LoginIScsiTarget API has a parameter that specifies which HBA or software initiator to use. The Microsoft iSCSI Initiator service and APIs refer to each HBA or software initiator as an Initiator Instance.

Discovery mechanisms

Microsoft iSCSI Initiator supports four discovery mechanisms:


SendTargets   Microsoft iSCSI Initiator performs an iSCSI discovery login followed by a SendTargets operation on portals and portal groups that are statically configured by using the iscsicli AddTargetPortal command. This occurs at the time the target portal is added, whenever the service starts, or whenever a management application requests a refresh.

For more information about iSCSI terms, such as portals and portal groups, see the iSCSI RFC.


Internet Storage Name Service (iSNS)   The address of the iSNS servers that Microsoft iSCSI Initiator uses is statically configured by using the iscsicli AddiSNSServer command. Microsoft iSCSI Initiator obtains the list of targets from the iSNS servers whenever the service starts, whenever a management application requests a refresh, and whenever the iSNS server sends a state change notification.


HBA discovery   iSCSI HBAs that conform to interfaces in Microsoft iSCSI Initiator can participate in target discovery by means of an interface between the HBA and the Microsoft iSCSI Initiator service. Microsoft iSCSI Initiator requests the list of targets from the HBA whenever the service starts and whenever the HBA indicates that the target list has changed.


Manually configured targets   iSCSI targets can be manually configured by using the iscsicli AddTarget command or by using the graphical user interface in Microsoft iSCSI Initiator. It is possible for a manually configured target to be configured as Hidden, in which case the target is not reported unless it is discovered by another mechanism. Manually configured targets are persisted. Those targets that are not configured as Hidden are available whenever the service restarts.

Installing and Configuring Microsoft iSCSI Initiator

Microsoft iSCSI Initiator is installed natively on Windows Server 2008 R2, Windows 7, Windows Server 2008, and Windows Vista. On these operating systems, no installation steps are required.
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Note 

Booting a computer by using the Microsoft iSCSI Boot Initiator is supported in Windows Server operating systems only.

Security

Microsoft iSCSI Initiator supports using and configuring Challenge Handshake Authentication Protocol (CHAP) and Internet Protocol security (IPsec). All supported iSCSI HBAs also support CHAP; however, some may not support IPsec.

CHAP

CHAP is a protocol that is used to authenticate the peer of a connection. It is based on the peer sharing a password or secret. Microsoft iSCSI Initiator supports one-way and mutual CHAP. The usage model that is assumed by Microsoft iSCSI Initiator is that each target can have its own unique CHAP secret for one-way CHAP, and the initiator has a single secret for mutual CHAP with all targets. Microsoft iSCSI Initiator can persist the target CHAP secret for each target by using the iscsicli command AddTarget. 

The secret is encrypted before persisting to restrict access to only the Microsoft iSCSI Initiator service. If the target secret is persisted, it does not need to pass on every logon attempt. Alternatively, a management application such as the graphical user interface in Microsoft iSCSI Initiator can pass the target CHAP secret at each logon attempt. For persistent targets, the target CHAP secret is persisted with the other information that is used to log on to the target. The target CHAP secret for each persistent target that is assigned to the kernel-mode driver in Microsoft iSCSI Initiator is also encrypted before it is persisted.

CHAP requires that Microsoft iSCSI Initiator has a user name and secret to operate. The CHAP user name is typically passed to the target, and then the target finds the secret for that user name in its private table. By default, Microsoft iSCSI Initiator uses the iSCSI qualified name (IQN) as the CHAP user name. This can be overridden by passing a CHAP user name to the logon request. Note that the kernel-mode driver in Microsoft iSCSI Initiator has a limit of 223 characters for the CHAP user name.

For more information about CHAP, see the Microsoft Web site at http://go.microsoft.com/fwlink/?LinkId=159074.

IPsec

IPsec is a protocol that provides authentication and data encryption at the IP packet layer. The Internet Key Exchange (IKE) protocol is used between peers to allow the peers to authenticate each other and negotiate the packet encryption and authentication mechanisms to be used for the connection. 

Because Microsoft iSCSI Initiator uses the Windows TCP/IP stack, it can use all of the functionality that is available in the Windows TCP/IP stack. For authentication, this includes pre-shared keys, Kerberos protocol, and certificates. Active Directory is used to distribute the IPsec filters to computers running Microsoft iSCSI Initiator. 3DES and HMAC-SHA1 are supported, in addition to tunnel and transport modes.

Because iSCSI HBA has a TCP/IP stack embedded in the adapter, the iSCSI HBA can implement IPsec and IKE, and so the functionality that is available on the iSCSI HBA may vary. At a minimum, it supports pre-shared keys and 3DES and HMAC-SHA1. Microsoft iSCSI Initiator has a common API that is used to configure IPsec for Microsoft iSCSI Initiator and iSCSI HBA.

For more information about IPsec, see the Microsoft Web site at http://go.microsoft.com/fwlink/?LinkId=159075.

Microsoft iSCSI Initiator best practices

The following best practices are recommended for your Microsoft iSCSI Initiator configuration:


Deploy on a fast network (a GigE or faster network).


Ensure physical security.


Use strong passwords for all accounts.


Use CHAP authentication because it ensures that each host has its own password. Mutual CHAP authentication is also recommended.


Use iSNS to discover and manage access to iSCSI targets.
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Note 

Use Microsoft MultiPath IO (MPIO) to manage multiple paths to iSCSI storage. Microsoft does not support teaming on network adapters that are used to connect to iSCSI-based storage devices. This is because the teaming software that is used in these types of configurations is not owned by Microsoft, and it is considered to be a non-Microsoft product. If you have an issue with network adapter teaming, contact your network adapter vendor for support. If you have contacted Microsoft Support, and they determine that teaming is the source of your problem, you might be required to remove the teaming from the configuration and/or contact the provider of the teaming software.

Storage array performance best practices

You should ensure that your storage array is optimized for the best performance for your workload. We recommend that you choose iSCSI arrays that include RAID functionality and cache. When you are configuring versions of Microsoft Exchange Server with other I/O applications that are sensitive to latency, it is especially important to keep the Microsoft Exchange Server disks in a separate pool on the array. For more information and best practices for using Exchange Server with iSCSI, see the Microsoft Exchange Solution Reviewed Program (http://go.microsoft.com/fwlink/?LinkId=154595). 

For applications that do not have low latency or high IOPS requirements, storage networks for Microsoft iSCSI Initiator can be implemented over SAN or WAN links, which allow global distribution. Microsoft iSCSI Initiator eliminates the conventional boundaries of storage networking, enabling businesses to access data world-wide, and helps ensure the most robust disaster protection possible. To maximize performance, we recommend that you use iSCSI on a network that is dedicated for iSCSI traffic.

Follow the vendors’ best practice guidelines for storage arrays to configure Microsoft iSCSI Initiator timeouts.

Security best practices

The protocol in Microsoft iSCSI Initiator was implemented with security in mind. In addition to segregating iSCSI SANs from LAN traffic, the following security methods are available by using Microsoft iSCSI Initiator:


One-way and mutual CHAP


IPsec


Access Control

Access Control to a specific LUN is configured on the iSCSI target from the Windows host prior to logon. This is also referred to as LUN masking.

Microsoft iSCSI Initiator supports one-way and mutual CHAP, in addition to IPsec. In accordance with iSCSI standards, IPsec is used for encryption and CHAP for authentication. Key exchange for encrypted communication is provided with the Windows Internet Key Exchange Security features. Microsoft iSCSI Initiator has a common API that can be used to configure the initiator and the iSCSI HBAs.

Networking best practices

The following best practices are recommended for networking when you use Microsoft iSCSI Initiator:


Use non-blocking switches, and set Configure Network Port Speed to a specific value rather than allowing speed negotiation.


Disable the unicast storm control. Most switches have unicast storm control disabled by default. If your switch has unicast storm control enabled, you should disable it on the ports that are connected to Microsoft iSCSI Initiator hosts and targets to avoid packet loss.


Use MPIO to manage multiple network connections to the storage in Microsoft iSCSI Initiator. This provides additional redundancy and fault tolerance on Windows Server operating systems.
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Note 

Microsoft does not support the use of both MPIO and MCS connections to the same device. Use either MPIO or MCS to manage paths to storage and load balance policies.


Enable flow control on network switches and adapters. Flow control ensures that a receiver can pace the sender’s speed, and it is important in avoiding data loss.


Turn off the spanning tree algorithm for detecting loops. Loop detection introduces a delay in creating a port that can become usable for data transfer, and it can lead to application timeouts.


Segregate SAN and LAN traffic. SAN interfaces in Microsoft iSCSI Initiator should be separated from other corporate network traffic (LAN). Servers should use dedicated network adapters for SAN traffic. Deploying traffic for Microsoft iSCSI Initiator on a separate network or networks helps minimize network congestion and latency. Additionally, traffic for Microsoft iSCSI Initiator is more secure when SAN and LAN traffic can be separated by using port-based virtual local area networks (VLANs) or physically separate networks.


Configure additional paths for high availability. Use MPIO or multiple connections per session (MCS) with additional network adapters in the server. This creates additional connections to the storage array in Microsoft iSCSI Initiator through redundant Ethernet switch fabrics.


Unbind File and Print Sharing from the Microsoft iSCSI Initiator network adapters that connect only to the Microsoft iSCSI Initiator SAN.


Use an Ethernet connection that is a gigabit or faster for high-speed access to storage. Congested or lower-speed networks can cause latency issues that disrupt access between Microsoft iSCSI Initiator and applications for devices that are connected through Microsoft iSCSI Initiator. In many cases, a properly designed IP SAN can deliver better performance than internal hard disk drives. Microsoft iSCSI Initiator is suitable for WAN and lower-speed implementations, including replication where latency and bandwidth are not a concern.


Use server-class network adapters. We recommend that you use network adapters that are designed for enterprise networking and storage applications.


Use CAT-6-rated cables for gigabit network infrastructures. For 10-gigabit implementations, CAT-6a or CAT-7 cable is usually required for use with distances over 55 meters.


Use Jumbo Frames if your network infrastructure supports them. Jumbo Frames can be used to allow more data to be transferred with each Ethernet transaction and reduce the number of frames. This larger frame size reduces the overhead on your servers and iSCSI targets. For end-to-end support, each device in the network needs to support Jumbo Frames, including the network adapter and Ethernet switches.

Networking hardware best practices

In a server environment where uptime and redundancy are required, we recommend that you configure multiple network cards to allow redundancy in server environments. This section discusses network connections that typically have differing management requirements:

iSCSI network connection   The iSCSI data network is typically connected to a different network segment than the network that is used for client access. To provide redundancy for this connection, we recommend two or more ports on two network adapters. These connections should be managed by MPIO to provide redundancy of the connections, and depending on the configuration, increased throughput.

Client access network   The client access network is a network port that uses a network segment that is dedicated for client access to the server. For example, clients use this network to connect to a file server, Exchange Server, or SQL Server. For network adapter port redundancy, network adapter teaming can be employed to provide redundancy across two or more network ports, and in some configurations, increased throughput.

Management network   A management network is typically an isolated network segment that is used for server management. In some configurations, this can also be used for backup jobs to avoid impacting the data or client access networks.

In addition to the three network types that are described in the previous paragraphs, in the case of a Windows Server Failover Cluster (WSFC) configuration, an additional network is needed for cluster heartbeat traffic. This network is dedicated for cluster heartbeat traffic, and it is not used for any of the other types of traffic defined previously.

An example configuration is shown in the following table:

	Server Configuration
	Recommendation

	Stand-alone server (non-clustered)
	Six network ports across a minimum of two cards.

Configure two ports for client access (by using network teaming) and two ports for iSCSI connectivity to storage (by using MPIO for redundancy). 

Configure one network interface for system management and one for system backups.

	Windows Server Failover Cluster
	Six network ports across a minimum of three network adapters. 

Configure the same as above, plus add at least one port that is dedicated for cluster heartbeat traffic.


Where possible, network adapter ports should be connected to different network switches to allow for redundancy if there are issues with a network switch, as shown in the following figure: 
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Figure 3   Network switch redundancy

The previous figure depicts a network hardware configuration with a basic level of redundancy. In scenarios where greater levels of fault tolerance are required, additional connections can be configured, as shown in the following figure. The green and blue lines represent additional levels of network fault tolerance.
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Figure 4   Hardware configuration with additional connections

Easier Firewall configuration for Windows Server 2008 R2 and Windows 7

Allowing the use of an Internet Storage Name Service (iSNS) server through the firewall is possible directly from the iSCSICLI command-line utility. However, you can still control it through the Windows Firewall with Advanced Security, if desired.

To enable iSNS traffic for use with Microsoft iSCSI Initiator  Use the following command to enable iSNS traffic through the firewall. This allows you to use an iSNS server with the local Microsoft iSCSI Initiator:

iscsicli FirewallExemptiSNSServer

Connecting to an iSCSI target device

Complete the following procedure to establish a connection from the client computer that is using Microsoft iSCSI Initiator to an iSCSI target device by using the Quick Connect feature.
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Note 

The Quick Connect feature does not support advanced connection types, such as MPIO connections, CHAP, IPsec, or MCS. This feature is used to quickly create a connection to a target device when advanced settings (such as support for MPIO and MCS or for security features) are not needed. For information about these types of connections, see Connecting to an iSCSI Target by using advanced settings later in this document.
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To connect to an iSCSI target device by using Quick Connect

	1.
Click Start, type iSCSI in Start Search, and then under Programs, click iSCSI Initiator.

2.
On the User Account Control page, click Continue.

3.
If this is the first time that you have launched Microsoft iSCSI Initiator, you receive a prompt that says the Microsoft iSCSI service is not running. You must start the service for Microsoft iSCSI Initiator to run correctly. Click Yes to start the service. The Microsoft iSCSI Initiator Properties dialog box opens, and the Targets tab is displayed.

4.
On the Targets tab, type the name or the IP address of the target device in the Quick Connect text box, and then click Quick Connect. The Quick Connect dialog box is displayed.

5.
If multiple targets are available at the target portal that is specified, a list is displayed. Click the desired target, and then click Connect.
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Note 

If only one target is available, it is automatically connected.

6.
Click Done.
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Note 

If the hard disk drive was previously formatted, it is now accessible and ready to use. If it was not previously formatted, you must format it and assign a drive letter before using the device.
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To format the hard disk drive

	1.
Click Start, type diskmgmt.msc in Start Search, and then under Programs, click diskmgmt.

2.
On the User Account Control page, click Continue. The Disk Management console is displayed.

3.
If the hard disk drive has not been previously used, you are prompted to initialize it. Click MBR (Master Boot Record), and then click OK. In the Disk Management console, the connected disk for Microsoft iSCSI Initiator is displayed.

4.
Right-click the hard disk drive, and then click New Simple Volume. The New Simple Volume Wizard is displayed.

5.
On the Welcome page, click Next.

6.
On the Specify Volume Size page, enter the simple volume size, and then click Next.

7.
On the Assign Drive Letter or Path page, click the drive (for example, drive D) that you want to use, and then click Next.

8.
On the Format Partition page, type the desired new partition name, and then click Next.

9.
On the Completing the New Simple Volume page, review the summary details for the new partition, and then click Finish.

10.
To access the new partition when the formatting process completes, in the Disk Management console, right-click the partition, and then click Open. Or you can use My computer to access the new partition that is connected through Microsoft iSCSI Initiator.


Connecting to an iSCSI target by using advanced settings

For advanced connections to iSCSI target devices, such as those that require the following features, it is not possible to connect to the devices by using Quick Connect:


MPIO


Multiple connections per session (MCS)


CHAP, IPsec, or RADIUS security


Connections that require specific TCP ports, or those that require selecting a specific network adapter
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To make an advanced connection

	1.
Click Start, type iSCSI in Start Search, and then under Programs, click iSCSI Initiator.

2.
On the User Account Control page, click Continue.

3.
If this is the first time that you have launched Microsoft iSCSI Initiator, you receive a prompt that says the Microsoft iSCSI service is not running. You must start the service for Microsoft iSCSI Initiator to run correctly. Click Yes to start the service. The Microsoft iSCSI Initiator Properties dialog box opens, and the Targets tab is displayed.

4.
Click the Discovery tab.

5.
To add the target portal, click Discover Portal, and then in the Discover Portal dialog box, type the IP address or name of the target portal to connect to. If desired, you can also type an alternate TCP port to be used for the connection.
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Note 

To enter additional settings, such as the outbound IP address (when you are using multiple network adapters), and security settings (such as CHAP and RADIUS), click Advanced.

6.
Click OK.


Using Microsoft iSCSI Initiator in Windows Server 2008 R2 and Windows 7

Opening Microsoft iSCSI Initiator

The way you access Microsoft iSCSI Initiator depends on your operating system.

In Windows Server 2008 R2, you can access the interface for Microsoft iSCSI Initiator by doing any of the following:


Click Start, click Control Panel, click Classic View, and then click iSCSI Initiator.


Click Start, click Administrative Tools, and then click iSCSI Initiator.


Click Start, in Start Search, type iSCSI, and then in Programs, click iSCSI Initiator.


Click Start, click Control Panel, in the search field, type iSCSI, and then in Administrative Tools, click iSCSI Initiator.

In Windows 7, you can access the interface for Microsoft iSCSI Initiator by doing either of the following:

1.
Click Start, in Start Search, type iSCSI, and then in Programs, click iSCSI Initiator.

2.
Click Start, click Control Panel, in the search field type iSCSI, and then in Administrative Tools, click iSCSI Initiator.

Initiator IQN Name

Every iSCSI initiator and target must have a worldwide unique name. Typically, this is an iSCSI qualified name (IQN). A single IQN applies to all iSCSI HBAs on the server, including Microsoft iSCSI Initiator. You should not configure an iSCSI HBA to have a different IQN than the IQN that is used by other iSCSI HBAs and Microsoft iSCSI Initiator; they must all share the same IQN name. 

Microsoft iSCSI Initiator automatically chooses an IQN that is based on the computer name and the Domain Name System (DNS). If the names of the computer or DNS are changed, the IQN also changes. However, an administrator can specifically configure the IQN to be a fixed value instead of the IQN that is generated. If the administrator specifies a fixed IQN name, that name must be maintained as worldwide unique.

Favorite targets

Microsoft iSCSI Initiator supports favorite (formerly called persistent) targets. By using common APIs and UI, Microsoft iSCSI Initiator can configure software and hardware initiators to always reconnect to a target when the computer is rebooted. Consequently, this requires that the devices on the target are connected to the computer at all times. The logon information that is needed to connect to the favorite targets (for example, CHAP secrets and portal) is captured when the persistent logon is performed by the administrator and saved by the software and hardware initiators in non-volatile storage. Hardware initiators can initiate reconnection early in the boot process, but the kernel-mode driver in Microsoft iSCSI Initiator initiates reconnection when the Windows TCP/IP stack and Microsoft iSCSI Initiator load.

Running automatic start services on iSCSI disks

When starting the computer by using the kernel-mode driver in Microsoft iSCSI Initiator, the disk startup sequence in Windows is different from the startup sequence when starting the computer by using an iSCSI or other HBA. Disks that are exposed by the kernel-mode driver in Microsoft iSCSI Initiator are available for applications and services later in the boot process—in some cases, they might not be available until after the service control manager initiates the automatic start services. Microsoft iSCSI Initiator includes functionality to synchronize automatic start services and the appearance of the iSCSI disk. Microsoft iSCSI Initiator can be configured with a list of disk volumes that are required to be present before the automatic start services initiate.

To install automatic start services on volumes that are created from iSCSI disks, you must do the following:

1.
Log on to all of the targets that your computer will use. Ensure that these are the only targets that you are logged on to. Be sure that they are persistent logons by using the iscsicli command PersistentLoginTarget or by clicking the appropriate item in the graphical user interface in Microsoft iSCSI Initiator.

2.
Configure all volumes on the disks by using Disk Administrator.

3.
Allow the Microsoft iSCSI Initiator service to configure the list of persistently bound volumes by using the following iscsicli commands or by clicking the appropriate button in the graphical user interface:

BindPersistentVolumes
AddPersistentVolume
RemovePersistentVolume
ClearPersistentVolumes
Generating iSCSI configuration reports

You can generate a report that captures the current configuration settings of Microsoft iSCSI Initiator by doing the following:
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To generate an iSCSI configuration report 

	1.
Open Microsoft iSCSI Initiator, and then click the Configuration tab.

2.
Click Report.

3.
Enter the file name, and then click Save.


Following is an example of the type of information that is provided in the configuration report:

iSCSI Initiator Report
List of Discovered Targets, Sessions and devices
Target #0
Target name  iqn.1992-08.com.storage1Session Details
Session #1 
Number of Connections = 1 Connection #1
Target Address = 10.0.0.1 Target Port = 3260#0.  Disk 3
Address:Port 3: Bus 0: Target 3: LUN 0Target #1
Target name = iqn.1992-04.com.storage2Session Details
Session #1
Number of Connections = 1 Connection #1
Target Address = 10.0.0.2 Target Port = 3260#0.  Disk 2
Address:Port 3: Bus 0: Target 0: LUN 0

Using Microsoft iSCSI Initiator on the Server Core installation of Windows Server 2008 R2

The graphical user interface in Microsoft iSCSI Initiator is accessible on Server Core installation options of Windows Server 2008 R2. To access it, type the following at the command shell: iSCSICPL.exe
You can also use the iSCSICLI.exe tool to configure Microsoft iSCSI Initiator from the command shell on Server Core installations. 

Management application

You can use the following management application with Microsoft iSCSI Initiator.

iSCSI Control Panel Configuration Utility   Microsoft iSCSI Initiator includes a Control Panel configuration utility that allows an administrator to perform common iSCSI operations through a graphical user interface. The applet can be used by the kernel-mode driver in Microsoft iSCSI Initiator and by all iSCSI HBAs. 

Determining if a drive is connected via iSCSI

The following process can be used to determine if a disk is connected via iSCSI:

How do I determine if a disk is connected via iSCSI?

The easiest way to determine this is by using Diskpart, using the commands below. In the “Type” field if it lists iSCSI, then the disk is an iSCSI connected disk.

Diskpart

Select Disk X (Where X is the desired disk to check)

Detail disk






Appendix A: Advanced Configuration Settings

Using registry settings to configure advanced settings for the iSCSI Initiator

The following MPIO timers and timeout values may be used to tune the configuration of MPIO.


MPIO Timer Key Values

1. PathVerifyEnabled: This flag enables path verification by MPIO on all paths every N seconds (where N depends on the value set in PathVerificationPeriod).

 Type is Boolean and must be filled with either 0 (disable) or 1 (enable). By default, it is disabled.

2. PathVerificationPeriod: This setting is used to indicate the periodicity (in seconds) with which MPIO has been requested to perform path verification. This field is only honored if PathVerifyEnabled is TRUE.

This timer is specified in seconds. The default is 30 seconds. The max allowed is MAXULONG.

3. PDORemovePeriod: This setting controls the amount of time (in seconds) that the multipath pseudo-LUN will continue to remain in system memory, even after losing all paths to the device.  

This timer is specified in seconds. The default is 20 seconds. The max allowed is MAXULONG.

4. RetryCount: This setting specifies the number of times a failed IO if the DSM determines that a failing request must be retried. This is invoked when DsmInterpretError() returns Retry = TRUE.

The default setting is 3. 

5. RetryInterval: This setting specifies the interval of time (in seconds) after which a failed request is retried (after the DSM has decided so, and assuming that the IO has been retried lesser number of times than RetryCount).

This value is specified in seconds. The default is 1 second

Microsoft iSCSI Initiator Service Timers

Key: HKLM\Software\Microsoft\Windows NT\CurrentVersion\ISCSI\Discovery

Values

1. DefaultInitiatorName REG_SZ

This has the initiator node name to use for all logins. If blank or missing then an iqn name is generated from the computer name. The value can be updated using the iscsicli          NodeName command

2. GroupKey REG_BINARY

Group key to use for ipsec, the value is encrypted. The value can be updated using the iscsicli GroupKey command.

3. iSNSServerList REG_MULTI_SZ

List of SNS server addresses the initiator service will  use to obtain targets. The servers addresses can be added  and removed using the iscsicli AddiSNSServer and                  RemoveiSNSServer commands.

4. ServiceLogFileName REG_SZ

On checked builds all debug spew will also be logged into this file.

5. DefaultSecurityBitmap REG_DWORD

Default value for security bitmap and assigned to targets that are not assigned security bitmaps via iSNS. Default value is 0. This can be useful in cases where IPSEC to a target portal is needed, but the target doesn't support iSNS and the user doesn't want to add the information             manually. Really the user should use the iscsicli PSKey command to setup the security bitmap to the specific portal, but if there are many many portals and all have the same security bitmap then it may make sense to set this to the security bitmap.  In this scenario a group key would also make sense.

6. InitiatorCHAPSecret REG_BINARY

CHAP shared secret used by the initiator to validate the response from the target when target is challenged. This value is encrypted

7. VolumeList REG_MULTI_SZ

This is the list of volumes that the service will wait for at startup. The service will not complete its service startup until all of the volumes listed show up or it retries until a timeout.

8. VolumeRetryCount REG_DWORD

This is the number of times that the service will retry its checking to see if all of the volumes specified in PersistentVolumeList show up. The default Value is 120.

9. VolumeRetryTimer  REG_DWORD

This is the number of milliseconds to wait between checking to see if all of the volumes specified in  PersistentVolumeList show up. The default value is  1000.

10. VolumePostDiscoveryTimer REG_DWORD

This is the number of milliseconds to wait after all of the volumes are discovered before completing service inititialization. This is needed because although the volume notification has been given, the volume is not ready for use. The default value is 30000.

11. InitiatorArrivalTimer REG_DWORD

This is the number of milliseconds to wait between attempts to resolve a PNP device interface arrival to the WMI interface for it. The PNP notification arrives before the WMI interface is ready and so we need to wait a period of time after the notification is received.

Default value is 500.

Subkeys

1.  Static Targets

List of statically defined targets. The values are encrypted.

2. Send Targets

List of statically defined target portals.

3. Persistent Targets

List of targets that are reconnected to each time the service is started. The values are encrypted.

4. Tunnel Address

Tunnel outer mode addresses.

5. Authentication Cache

Authentication information for IKE. The values are encrypted.

Key: HKLM\SYSTEM\CurrentControlSet\Services\EventLog\System\MSiSCSI

Values

1. EventMessageFile REG_EXPAND_SZ


The path to the executable registered as an Application Event Log message resource

2. TypesSupported DWORD

Bitmap of flags indicating the supported event types

Microsoft iSCSI Initiator Driver Timers

Key: HKLM\SYSTEM\CurrentControlSet\Control\Class\{4D36E97B-E325-11CE-BFC1-08002BE10318}\<Instance Number>\Parameters

(PNP Driver Key)

1. TCPConnectTime

            Timeout given to TCP when a Connect request is sent.

The default value is 15 seconds.

2. TCPDisconnectTime

Timeout given to TCP when a Disconnect request is sent.

           
The default value is 15 seconds.

3. WMIRequestTimeout

Timeout value set for WMI requests such as LoginToTarget, LogoutFromTarget, SendTargets, etc.

           The default value is 30 seconds.

4. DelayBetweenReconnect

If a connection is dropped while it is in FullFeature phase, the driver will attempt to re-login. This parameter sets the delay between each re-login attempts.

            The default value is 1 second.

5. MaxConnectionRetries

Maximum number of times a lost TCP connection will be retried.

            The default value is -1, which means the driver will retry

            indefinitely

6. MaxRequestHoldTime

Maximum time (in seconds) for which requests will be queued if connection to the target is lost and the connection is being retried. After this hold period, requests will be failed with              "error no device" and device (disk) will be removed from the system.

             The default value is 60 seconds

7. MaxPendingRequests

This setting controls the maximum number of outstanding requests allowed by the initiator. At most this many requests will be sent to the target before receiving response for any of the requests.

The default value is 255

8. EnableNOPOut

If set to non-zero value, the initiator will send NOP OUT PDUs to target if there is no activity for 2 minutes.

            The default value is 0

9. MaxTransferLength

This is maximum data size of an I/O request.

The default value is 262144 (256KB)

10. MaxBurstLength

This is the negotiated Max Burst Length.

The default value is 262144 (256KB)

11. FirstBurstLength

This is the negotiated First Burst Length.

            The default value is 65536 (64KB)

12. MaxRecvDataSegmentLength

This is the negotiated MaxRecvDataSegmentLength.

The default value is 65536 (64KB)

13. IPSecConfigTimeout

Timeout value used when the driver calls the discovery service to configure\release IPsec for an iSCSI connection.

            The default value for this is 15 seconds.

14. InitialR2T

If set to Non-Zero value, initiator will request InitialR2T (InitialR2T=Yes). Else initiator will not request InitialR2T (InitialR2T=No).

            The default value for this is 0 (InitialR2T=No)

15. ImmediateData

If set to Non-Zero value, initiator will request ImmediateData (ImmediateData=Yes). Else initiator will not request ImmediateData (ImmediateData=No).

The default value for this is 1 (ImmediateData=Yes)

16. LinkDownTime

This value determines how long requests will be held in the device queue and retried if the connection to the target is lost. If MPIO is installed this value is used. If MPIO is not installed MaxRequestHoldTime is used instead.

            The default value for this is 15 seconds.

17. PortalRetryCount

This value is used to determine how many times a connect request to a target portal should be retried if the portal is down.

            The default value for this is 1

18. NetworkReadyRetryCount

This value is used to determine how many times initiator should retry getting the IP address of NIC corresponding to the PortNumber specified in the login request.

            The default value for this is 10.

19. ErrorRecoveryLevel

Error recovery level that the initiator will request. 

            The default value for this is 2.

20. SRBTimeoutDelta

The timeout set by class drivers (such as disk.sys, etc) for various requests does not take into account network delays. This value is used to increment the timeout set by class drivers.

SrbTimeoutDelta can be as low as 5 seconds. If it is lower than that, initiator will use 15 instead.

SrbTimeoutDelta gets added to the timeout set by the class driver.

The default value is 15 seconds.

21. AsyncLogoutPauseTimeout

This is the number of seconds that the initiator will pause the I/O queue after receiving an async logout. 

            The default value is 10 seconds.

   If one needs to change the above values, a reboot is required for the change to take effect.

   Alternatively, one can also unload and reload the initiator driver for the change to 

   take effect. In "Device Manager" GUI, look under "SCSI and RAID Controllers". Right click

   on "Microsoft iSCSI Initiator" and select "Disable" to unload the driver. Then select

   "Enable" to reload the driver.

Other Timers

Key: HKLM\SYSTEM\CurrentControlSet\Control\Class\{4D36E97B-E325-11CE-BFC1-08002BE10318}\<Instance Number>\PersistentTargets

   (Pnp Driver Key)

         Information about Persistent targets is stored under this key. Each entry is based

         on the target name. Note that there can be more than one persistent login to the same target.

         The key name for each login is TargetName#<Number> where Number is a numeric value.

Key: HKLM\SYSTEM\CurrentControlSet\Control\Class\{4D36E97B-E325-11CE-BFC1-08002BE10318}\<Instance Number>\PersistentTargetSecrets

   (Pnp Driver Key)

Information about the CHAP secret for Persistent logins is stored under this key. The format of the key is same as that for PersistentTargets key.

Appendix B - Event Tracing in MS iSCSI Drivers

Starting with Windows Server 2008 R2 Service Pack 1, the updated trace flags listed below are available for troubleshooting the iSCSI Initiator. These flags will typically only be used at the direction of Microsoft product support to collect information for troubleshooting issues. 
The new flags are:
WPP_DEFINE_CONTROL_GUID(iScsi,(1babefb4,59cb,49e5,9698,fd38ac830a91), \
WPP_DEFINE_BIT(iScsiFlagGeneral) /* bit 0 = 0x00000001 */ \
WPP_DEFINE_BIT(iScsiFlagAdapter) /* bit 1 = 0x00000002 */ \
WPP_DEFINE_BIT(iScsiFlagUnit) /* bit 2 = 0x00000004 */ \
WPP_DEFINE_BIT(iScsiFlagPnP) /* bit 3 = 0x00000008 */ \
WPP_DEFINE_BIT(iScsiFlagPower) /* bit 4 = 0x00000010 */ \
WPP_DEFINE_BIT(iScsiFlagIoctl) /* bit 5 = 0x00000020 */ \
WPP_DEFINE_BIT(iScsiFlagQueue) /* bit 6 = 0x00000040 */ \
WPP_DEFINE_BIT(iScsiFlagWmi) /* bit 7 = 0x00000080 */ \
WPP_DEFINE_BIT(iScsiFlagTimer) /* bit 8 = 0x00000100 */ \
WPP_DEFINE_BIT(iScsiFlagInit) /* bit 9 = 0x00000200 */ \
WPP_DEFINE_BIT(iScsiFlagLock) /* bit 10 = 0x00000400 */ \
WPP_DEFINE_BIT(iScsiFlagIsr) /* bit 11 = 0x00000800 */ \
WPP_DEFINE_BIT(iScsiFlagEnum) /* bit 12 = 0x00001000 */ \
WPP_DEFINE_BIT(iScsiFlagBoot) /* bit 13 = 0x00002000 */ \
WPP_DEFINE_BIT(iScsiFlagErl) /* bit 14 = 0x00004000 */ \
WPP_DEFINE_BIT(iScsiFlagNetwork) /* bit 15 = 0x00008000 */ \
WPP_DEFINE_BIT(iScsiFlagRadius) /* bit 16 = 0x00010000 */ \
WPP_DEFINE_BIT(iScsiFlagSockets) /* bit 17 = 0x00020000 */ \
WPP_DEFINE_BIT(iScsiFlagScsi) /* bit 18 = 0x00040000 */ \
WPP_DEFINE_BIT(iScsiFlagScsiDataIO) /* bit 19 = 0x00080000 */ \
WPP_DEFINE_BIT(iScsiFlagProtocolLogInOut) /* bit 20 = 0x00100000 */ \
WPP_DEFINE_BIT(iScsiFlagProtocolTMF) /* bit 21 = 0x00200000 */ \
WPP_DEFINE_BIT(iScsiFlagProtocolTransfer) /* bit 22 = 0x00400000 */ \
WPP_DEFINE_BIT(iScsiFlagCHAP) /* bit 23 = 0x00800000 */ \
WPP_DEFINE_BIT(iScsiFlagDigest) /* bit 24 = 0x01000000 */ \
WPP_DEFINE_BIT(iScsiFlagIpSec) /* bit 25 = 0x02000000 */ \
WPP_DEFINE_BIT(iScsiDebug26) /* bit 26 = 0x04000000 */ \
WPP_DEFINE_BIT(iScsiDebug27) /* bit 27 = 0x08000000 */ \
WPP_DEFINE_BIT(iScsiDebug28) /* bit 28 = 0x10000000 */ \
WPP_DEFINE_BIT(iScsiDebug29) /* bit 29 = 0x20000000 */ \
WPP_DEFINE_BIT(iScsiDebug30) /* bit 30 = 0x40000000 */ \
WPP_DEFINE_BIT(iScsiDebug31) /* bit 31 = 0x80000000 */ \ 

And capturing can be done the same way as before, but the new flags and levels can be used. 

An example string if you wanted to trace network and iSCSI for errors and warnings (using the GUID):
Logman start iSCSITrace -p {1BABEFB4-59CB-49E5-9698-FD38AC830A91} 0x48000 0x2 -o iSCSITrace.etl -ets -nb 128 640 -bs 128
Or using the provider name:
Logman start iSCSITrace -p msiscsi_iScsi 0x48000 0x2 -o iSCSITrace.etl -ets -nb 128 640 -bs 128
And stop the same way:
Logman stop iSCSITrace -ets
Capturing: 

Logman start iSCSITrace -p msiscsi_iScsi -o iSCSITrace.etl -ets -nb 128 640 -bs 128

Logman stop iSCSITrace -ets

.

The following sections describe how to enable event tracing in MS iSCSI drivers. Event tracing can be very useful in diagnosing failures. 

Creating the trguid.ctl file required for tracing

Before beginning tracing, you must first create a text file which contains the following information on the first line using notepad.exe:

Here, the trace GUID is given in the file by name trguid.ctl and is the filename used with the rest of the examples in this section. The GUID file should contain the following one line:

{1babefb4-59cb-49e5-9698-fd38ac830a91} 0x00000007 0

Start Trace

To start tracing, do the following from a CMD Prompt:

logman.exe create trace <Name> -ets -nb 16 256 -bs 64 -o <LogFile> -pf <GUID File> 

logman.exe is present in %windir%\system32 directory.  The above command starts a trace session. The name <Name> is assigned to that session. The trace level is controlled by the value of the flag in the GUID File. <Guid File> contains the trace GUID and trace flag. The trace messages are written to <Log File>.

For example, to start a trace session by name iScsiTrace with verbosity level iScsiDebugTrace, and log file iScsiTr.log, do the following:

logman.exe create trace iScsiTrace -ets -nb 16 256 -bs 64 -o iScsiTr.log -pf trguid.ctl 

Stop Tracing

To stop tracing do the following from CMD prompt:

logman.exe stop <Name> -ets

For example, to stop the trace session with name iScsiTrace, do

logman stop iScsiTrace –ets
The log file is a binary file. If you are troubleshooting an iSCSI issue via Microsoft Product support services, please send the log file to them to assist in analyzing the failure.

Query Trace Status

To verify that tracing is running properly,  do the following from a CMD prompt.

logman.exe query -ets

To return extended information about the tracing status, do the following from the CMD prompt:

logman query iscsitrace -ets
Appendix C - iSCSI Eventlog messages

Microsoft iSCSI Initiator Service

MessageID=63

SymbolicNAME=

MessageId=102

SymbolicName=ISCSIEXE_EVENTMSG_ERROR_FINDING_PERSISTENT_VOLUMES

Error %1 while searching for iSCSI persistently bound volumes.

MessageId=103
SymbolicName=ISCSIEXE_EVENTMSG_TIMEOUT_FINDING_PERSISTENT_VOLUMES
Timeout waiting for iSCSI persistently bound volumes. If there are any services or applications that use information stored on these volumes then they may not start or may report errors.

MessageId=104
SymbolicName=ISCSIEXE_EVENTMSG_ONLINE_DISK_FAILED

Error %1 trying to online dynamic disk %2.

MessageId=105
SymbolicName=ISCSIEXE_EVENTMSG_IPSEC_INITIALIZATION_FAILED

Error %1 trying to initialize access to Windows IPSEC services.

MessageId=106
SymbolicName=ISCSIEXE_EVENTMSG_SERVICE_INITIALIZATION_FAILED

Error %1 while initializing iSCSI initiator service at checkpoint %2.

MessageId=107
SymbolicName=ISCSIEXE_EVENTMSG_NO_INITIATOR_SECRET

Error %1 initializing initiator shared secret.

.

MessageId=108
SymbolicName=ISCSIEXE_EVENTMSG_DEVICE_NOT_ISCSI_INITIATOR

Status %1 determining that device interface %2 does not support iSCSI WMI interfaces. If this device is not an iSCSI HBA then this error can be ignored.  

MessageId=109
SymbolicName=ISCSIEXE_EVENTMSG_INITIATOR_UPCALL_FORMAT_ERROR

The iSCSI Initiator passed an upcall, but it was not formatted properly.

MessageId=110
SymbolicName=ISCSIEXE_EVENTMSG_INITIATOR_IOCTL_ERROR

A request to the iSCSI initiator failed with error %1.

MessageId=111
SymbolicName=ISCSIEXE_EVENTMSG_STATIC_DISCOVERY_FAILED

iSCSI discovery of statically defined targets failed %1.

MessageId=112
SymbolicName=ISCSIEXE_EVENTMSG_ISNS_DISCOVERY_FAILED

iSCSI discovery via iSNS failed %1 to iSNS server %2.

MessageId=113
SymbolicName=ISCSIEXE_EVENTMSG_SENDTARGETS_DISCOVERY_FAILED

iSCSI discovery via SendTargets failed %1 to target portal %2.

MessageId=114
SymbolicName=ISCSIEXE_EVENTMSG_INVALID_SENDTARGETS_TEXT

iSCSI discovery via SendTargets failed %1 to target portal %2 due to an invalid SendTargets text response from the target.

.

MessageId=115
SymbolicName=ISCSIEXE_EVENTMSG_HBA_DISCOVERY_FAILED

iSCSI discovery via Host Bus Adapter failed %1 to Host Bus Adapter %2.

MessageId=116
SymbolicName=ISCSIEXE_EVENTMSG_DEVICE_NOT_REMOVED

Removal of device %1 on iSCSI session %2 was vetoed by %3.

MessageId=117
SymbolicName=ISCSIEXE_EVENTMSG_IPSEC_CONFIG_FAILURE

Configuration of IPSEC was required, but failed with error %1 for target address %2.

MessageId=118
SymbolicName=ISCSIEXE_EVENTMSG_TIMEBOMB

The evaluation period for the iSCSI initiator service has passed. 

MessageId=119
SymbolicName=ISCSIEXE_EVENTMSG_ISNS_ADDRESS_ENUMERATION_FAILED

Error %1 when iSNS client tried to enumerate the local IP Addresses.

MessageId=120
SymbolicName=ISCSIEXE_EVENTMSG_SERVICE_NOT_ON_FIREWALL_AUTH_LIST

The iSCSI initiator service is not on the Windows Firewall List of Authorized Applications or its entry is not currently enabled. The iSCSI Initiator service may not be able to maintain its registration with an iSNS Server, or be notified of changes to the iSNS Server database.

.

MessageId=121
SymbolicName=ISCSIEXE_EVENTMSG_SERVICE_CANNOT_CHECK_FIREWALL_AUTH_LIST

Error %1 when the iSCSI Initiator service attempted to check whether it is on the Windows Firewall List of Authorized Applications.

Microsoft Software Initiator Kernel Mode Driver

The source for system events logged by Software Initiator will be iScsiPrt. The message in the log would convey the cause of that event. For instance, Event ID 1 will have the following message – Initiator failed to connect to the target. Target IP address and TCP Port number are given in dump data. This indicates that the initiator could not make a TCP connection to the given target portal. Some events will have more information in the dump data. In such cases the additional information will start at offset 0x28 in the dump data. For example, Event ID 1 has additional information in the dump data. The additional information in this case is Target IP Address and TCP Port number. The user can determine to which IP Address and TCP Port the initiator could not connect to from Event ID 1.

This section describes all the events that are logged by iScsiPrt. The first bullet gives the number corresponding to the event. The second bullet gives the message corresponding to the event. The sub-bullet under the second bullet contains additional information related to the event.

· Event ID 1

· Initiator failed to connect to the target. Target IP address and TCP Port number are given in dump data.

· This event is logged when the initiator could not make a TCP connection to the given target portal. The dump data in this event will contain the Target IP address and TCP port to which initiator could not make a TCP connection.

· Event ID 2

· The initiator could not allocate resources for an iSCSI session.

· This event is logged when the initiator could allocate resources such as memory for processing certain operation. This can typically happen in low memory conditions.

· Event ID 3

· Maximum command sequence number is not serially greater than expected command sequence number in login response.

· This event is logged when the Maximum Command Sequence Number in the final login response PDU is not serially greater than the Expected Command Sequence Number. The dump data contains Expected Command Sequence number followed by Maximum Command Sequence number.

· Event ID 4

· MaxBurstLength is not serially greater than FirstBurstLength. Dump data contains FirstBurstLength followed by MaxBurstLength.

· This event is logged when MaxBurstLength given by the target is not serially greater than FirstBurstLength. The dump data contains FirstBurstLength followed by MaxBurstLength.

· Event ID 5

· Failed to setup initiator portal. Error status is given in the dump data.

· This event is logged when the initiator fails to create the network object for the initiator portal. This can typically happen if the network stack is not ready or has not assigned an IP address to the NIC that is being used when the initiator attempts to create the network object.

· Event ID 6

· The initiator could not allocate resources for an iSCSI connection

· This event is logged when the initiator could not allocate resources such as memory, work item, etc. for an iSCSI connection. This can typically happen in low memory conditions.

· Event ID 7

· The initiator could not send an iSCSI PDU. Error status is given in the dump data.

· This event is logged when the initiator could not send an iSCSI PDU to the target. The dump data will contain the NT STATUS code returned by the network layer for the Send operation. User can refer to Windows documentation, such as MSDN, for getting more information about the NT STATUS code.

· Event ID 8

· Target or discovery service did not respond in time for an iSCSI request sent by the initiator. iSCSI Function code is given in the dump data. For details about iSCSI Function code please refer to iSCSI User's Guide.

· This event is logged when an iSCSI operation times out.

· Event ID 9

· Target did not respond in time for a SCSI request. The CDB is given in the dump data

· This event is logged when the target did not complete a SCSI command within the timeout period specified by SCSI layer. The dump data will contain the SCSI Opcode corresponding to the SCSI command. User can refer to SCSI specification for getting more information about the SCSI command.

· Event ID 10

· Login request failed. The login response packet is given in the dump data.

· This event is logged when a login request times out. The entire login response PDU is given in the dump data.

· Event ID 11

· Target returned an invalid login response packet. The login response packet is given in the dump data.

· This event is logged when the target sends an invalid login response PDU. The entire login response PDU is given in the dump data.

· Event ID 12

· Target provided invalid data for login redirect. Dump data contains the data returned by the target.

· This event is logged when the data provided in login response PDU for login redirection is invalid. The dump data will contain the data given by the target in the login response PDU.

· Event ID 13

· Target offered an unknown AuthMethod. Dump data contains the data returned by the target.

· This event is logged when the value given for AuthMethod key is invalid. The dump data will contain the value given by the target.

· Event ID 14

· Target offered an unknown digest algorithm for CHAP. Dump data contains the data returned by the target.

· This event is logged when the algorithm specified for CHAP is unknown or invalid. The dump data will contain the value given by the target.

· Event ID 15

· CHAP challenge given by the target contains invalid characters. Dump data contains the challenge given

· This event is logged when the CHAP challenge given by the target contains invalid characters. The dump data will contain the CHAP challenge given by the target.

· Event ID 16

· An invalid key was received during CHAP negotiation. The key=value pair is given in the dump data

· This event is logged when the target sends an unknown or invalid key value pair in the login response PDU. The dump data will contain the key and value given by the target.

· Event ID 17

· CHAP Response given by the target did not match the expected one. Dump data contains the CHAP response.

· This event is logged when the CHAP response given by the target does not match the value expected by the initiator. This can typically happen when the CHAP secret used is not correct or there is error in interpreting the CHAP values such as CHAP challenge, CHAP ID, etc.

· Event ID 18

· Header Digest is required by the initiator, but target did not offer it.

· This event is logged when the initiator requires Header Digest for an iSCSI connection, but the target did not offer header digest in the login response.

· Event ID 19

· Data Digest is required by the initiator, but target did not offer it.

· This event is logged when the initiator requires Data Digest for an iSCSI connection, but the target did not offer data digest in the login response.

· Event ID 20

· Connection to the target was lost. The initiator will attempt to retry the connection

· This event is logged when the initiator loses connection to the target when the connection was in iSCSI Full Feature Phase. This event typically happens when there are network problems, network cable is removed, network switch is shutdown, or target resets the connection. In all cases initiator will attempt to reestablish the TCP connection.

· Event ID 21

· Data Segment Length given in the header exceeds MaxRecvDataSegmentLength declared by the target.

· This event is logged when the size of the immediate data in an iSCSI PDU exceeds the value declared by the target in MaxRecvDataSegmentLength key during login phase.

· Event ID 22

· Header digest error was detected for the given PDU. Dump data contains the header and digest.

· This event is logged when header digest is detected in an iSCSI PDU. The dump data will contain the entire iSCSI PDU and the digest given for that.

· Event ID 23

· Target sent an invalid iSCSI PDU. Dump data contains the entire iSCSI header.

· This event is logged when an iSCSI PDU with invalid fields is received by the initiator. The dump data will contain the entire iSCSI PDU.

· Event ID 24

· Target sent an iSCSI PDU with an invalid opcode. Dump data contains the entire iSCSI header

· This event is logged when the target sends an iSCSI PDU with invalid iSCSI Opcode. The dump data will contain the entire iSCSI PDU.

· Event ID 25

· Data digest error was detected. Dump data contains the calculated checksum followed by the given checksum.

· This event is logged when the initiator detects data digest error in the iSCSI PDU. The dump data will contain the checksum computed by the initiator followed by the checksum given by the target in the PDU.

· Event ID 26

· Target trying to send more data than requested by the initiator.

· This event is logged when the size of the data in an iSCSI PDU or a sequence of PDUs is greater than the maximum size expected by the initiator. For instance, if the Expected Transfer Length in a SCSI READ command is 4K and the target sends more than 4K in the response.

· Event ID 27

· Initiator could not find a match for the initiator task tag in the received PDU. Dump data contains the entire iSCSI header.

· This event is logged when the initiator could not find a match for the initiator task tag that is given in an iSCSI PDU. This could typically happen when the initiator has timed out waiting for a response from the target for a command and cleared the entry for that command. The target sends a response after this cleanup has occurred. It could also happen if the target gave an unknown initiator task tag in an iSCSI PDU. The dump data will contain the entire PDU.

· Event ID 28

· Initiator received an invalid R2T packet. Dump data contains the entire iSCSI header.

· This event is logged when one or more fields in an R2T packet is invalid. The dump data will contain the entire PDU.

· Event ID 29

· Target rejected an iSCSI PDU sent by the initiator. Dump data contains the rejected PDU.

· This event is logged when the target rejects an iSCSI PDU sent by the initiator. The dump data will contain the rejected PDU.

· Event ID 30

· Initiator could not allocate a work item for processing a request.

· This event is logged when the initiator could not allocate a work item. This can typically happen in low memory conditions.

· Event ID 31

· Initiator could not allocate resource for processing a request.

· This event is logged when the initiator could not allocate resources such as memory for processing a request. This can typically happen in low memory conditions.

· Event ID 32

· Initiator received an asynchronous logout message. The Target name is given in the dump data.

· This event is logged by the initiator when the target sends an asynchronous logout message. The name of the target will be given in the dump data.

· Event ID 33

· Challenge size given by the target exceeds the maximum specified in iSCSI specification.

· This event is logged when the size of the CHAP challenge given by the target exceeds the maximum size specified in the iSCSI specification.

· Event ID 34

· A connection to the target was lost, but Initiator successfully reconnected to the target. Dump data contains the target name.

· This event is logged when the initiator successfully reestablishes a TCP connection to the target.

· Event ID 35

· Target CHAP secret is smaller than the minimum size (12 bytes) required by the spec. Dump data contains the given CHAP secret.

· This event is logged when the CHAP secret for the target is smaller than the minimum size specified in the iSCSI specification. Dump data will contain the given CHAP secret.

· Event ID 36

· Initiator CHAP secret is smaller than the minimum size (12 bytes) required by the spec. Dump data contains the given CHAP secret.

· This event is logged when the CHAP secret for the initiator is smaller than the minimum size specified in the iSCSI specification. Dump data will contain the given CHAP secret.

· Event ID 37

· FIPS service could not be initialized. Persistent logons will not be processed.

· This event is logged when FIPS service could not be initialized. FIPS service is required for generating CHAP challenge. If the service is not available login using CHAP cannot be performed.

· Event ID 38

· Initiator requires CHAP for logon authentication, but target did not offer CHAP.

· This event is logged when initiator requires CHAP for logon authentication, but the target did not offer CHAP in the login response.

· Event ID 39

· Initiator sent a task management command to reset the target. The target name is given in the dump data

· This event is logged when the initiator sends a Task Management command to reset the target. This typically happens when the target did not respond to a SCSI command within the timeout period specified by the SCSI layer. The name of the target will be given in the dump data.

· Event ID 40

· Target requires logon authentication via CHAP, but Initiator is not configured to perform CHAP.

· This event is logged when target requires CHAP for logon authentication, but the initiator is not configured to perform CHAP.

· Event ID 41

· Target did not send AuthMethod key during security negotiation phase.

· This event is logged when the target did not send AuthMethod key in login response during security negotiation phase.

· Event ID 42

· Target sent an invalid status sequence number for a connection. Dump data contains Expected Status Sequence number followed by the given status sequence number.

· This event is logged when the status sequence number given in an iSCSI PDU is incorrect. The dump data will contain the expected status sequence number followed by the status sequence number given in the iSCSI PDU.

· Event ID 43

· Target failed to respond in time for a login request

· This event is logged when the target fails to respond to a login request.

· Event ID 44

· Target failed to respond in time for a logout request.

· This event is logged when the target fails to respond to a logout request

· Event ID 45

· Target failed to respond in time for a login request. This login request was for adding a new connection to a session.

· This event is logged when a login request for adding a connection to a session timed out.

· Event ID 46

· Target failed to respond in time for a SendTargets command.

· This event is logged when the target fails to respond to a SendTargets command.

· Event ID 47

· Target failed to respond in time for a SCSI command sent through a WMI request

· This event is logged when a SCSI command sent using iscsicli.exe times out.

· Event ID 48

· Target failed to respond in time to a NOP request.

· This event is logged when the target fails to respond to a NOP request.

· Event ID 49

· Target failed to respond in time to a Task Management request.

· This event is logged when the target fails to respond to a Task Management Command

· Event ID 50

· Target failed to respond in time to a Text Command sent to renegotiate iSCSI parameters.

· This event is logged when the target fails to respond to a Text Command.

· Event ID 51

· Target failed to respond in time to a logout request sent in response to an asynchronous message from the target.

· This event is logged when the target fails to respond to logout request sent in response to an asynchronous message from the target.

· Event ID 52

· Initiator Service failed to respond in time to a request to configure IPSec resources for an iSCSI connection.

· This event is logged when iSCSI service fails to respond to a request to configure IPSec for an iSCSI connection.

· Event ID 53

· Initiator Service failed to respond in time to a request to release IPSec resources allocated for an iSCSI connection.

· This event is logged when iSCSI service fails to respond to a request to release IPSec for an iSCSI connection.

· Event ID 54

· Initiator Service failed to respond in time to a request to encrypt or decrypt data

· This event is logged when iSCSI service fails to respond to a request to encrypt or decrypt a buffer.

· Event ID 55

· Initiator failed to allocate resources to send data to target.

· This event is logged when the initiator fails to allocate resources such as memory to send data to target. This can typically happen in low memory conditions.

· Event ID 56

· Initiator could not map an user virtual address to kernel virtual address resulting in I/O failure

· This event is logged when the initiator could not map a buffer to system address space. This can typically happen in low memory conditions.

· Event ID 57

· Initiator could not allocate required resources for processing a request resulting in I/O failure.

· This event is logged when the initiator fails to allocate resources such as memory for processing a request. This can typically happen in low memory conditions.

· Event ID 58

· Initiator could not allocate a tag for processing a request resulting in I/O failure.

· This event is logged when the initiator fails to allocate a tag for processing a request. This can typically happen in low memory conditions.

· Event ID 59

· Target dropped the connection before the initiator could transition to Full Feature Phase.

· This event is logged when the target drops the TCP connection during login phase.

· Event ID 60

· Target sent data in SCSI Response PDU instead of Data_IN PDU. Only Sense Data can be sent in SCSI Response.

· This event is logged when the target sends data other than sense data in a SCSI Response PDU.

· Event ID 61

· Target set DataPduInOrder to NO when initiator requested YES. Login will be failed.

· This event is logged when the value for DataPduInOrder is set to NO when the initiator expected YES.

· Event ID 62

· Target set DataSequenceInOrder to NO when initiator requested YES. Login will be failed.

· This event is logged when the value for DataSequenceInOrder is set to NO when the initiator expected YES.


· Event ID 63

· Initiator will attempt session recovery

· Initiator performs session recovery because Target or LUN reset operation is not successful.

· Event ID 64

· Initiator attempts bootstrap Windows using iSCSI NIC BOOT (iBFT)

· This message is informational, and does not indicate an error condition.

Appendix D – iSCSICLI command reference

iSCSICLI is a command line tool that makes available all functionality that is exposed by the iSCSI initiator service. It can be used manually or in command line scripts. To get basic information on iSCSICLI commands enter the command iSCSICLI /?. A number of commands have many possible parameters; however, in most cases a * can be used for a parameter to indicate that the default value for that parameter should be used. Hexadecimal numbers specified must be preceded by 0x, which is the ‘C’ programming language notation to indicate that the number is in hexadecimal.  iSCSICLI commands are not case sensitive.

There are several sets of commands:

Manually Configured Targets

These commands handle the management of the manually configured targets. A target can be manually configured for one of two reasons. If a target cannot be discovered by any dynamic discovery mechanism then it may be statically configured.  Also, a target may be statically defined such that default values for those properties that cannot be discovered dynamically can be persisted. A static target may be configured as hidden in which case it is not reported unless it is also discovered by another discovery mechanism.

AddTarget <TargetName> <TargetAlias> <TargetPortalAddress>

          <TargetPortalSocket> <Target flags>

          <Persist> <Login Flags> <Header Digest> <Data Digest>

          <Max Connections> <DefaultTime2Wait>

          <DefaultTime2Retain> <Username> <Password> <AuthType>

          <Mapping Count> <Target Lun> <OS Bus> <Os Target>

          <OS Lun> ...

This command will manually configure a target and optionally persist that target.


TargetName is the name of the target.

TargetAlias is the alias for the target. By specifying a value of *, the target would have no alias defined.

TargetPortalAddress is the IP or DNS address of the target portal.

TargetPortalSocket is the TCP port number of the target portal. Typically this is 3260, which is the well-known port number defined for use by iSCSI.

Target Flags specify flags that modify how the target is managed by the iSCSI initiator service.  See below for definitions of target flags.

Persist indicates whether the target should be persisted and available after the service is restarted. By specifying T or t, the target is persisted; otherwise the target is not persisted.

Login Flags is a set of flags that affect behavior of iSCSI login to the target portal. See below for the definitions of the login flags.
Header Digest is non-zero to indicate that the initiator should enable header digest when logging into the target portal. By specifying * for this parameter, the digest is setting is determined by the initiator kernel mode driver.

Data Digest is non-zero to indicate that the initiator should enable data digest when logging into the target portal. By specifying * for this parameter, the digest is setting is determined by the initiator kernel mode driver..

Maximum Connections specifies the maximum number of connections for the discovery session to use when performing the SendTargets operation. By specifying * for this parameter, the kernel mode initiator driver chooses the value for maximum connections.
DefaultTime2Wait is the value that the initiator should use to negotiate when logging into the target. By specifying * for this parameter, the kernel mode initiator driver chooses a value.

DefaultTime2Retain is the value that the initiator should use to negotiate when logging into the target. By specifying * for this parameter, the kernel mode initiator driver chooses a value.

Username is the string that should be used as the CHAP username when logging into the target. By specifying * for this parameter, the iSCSI initiator service will use the initiator node name as the CHAP username.

Password is the string that should be used as the target’s CHAP secret when logging into the target. The initiator will use this secret to compute a hash value based on the challenge sent by the target. 

AuthType is the type of authentication to use when logging into the target. See below for definitions of the authentication types.
MappingCount specifies the count of target mappings that the initiator should use to login to the target. Following the mapping count are that number of sets of target LUN, OS Bus, OS target and OS LUN values which comprise the actual mappings.  

<Target Lun> is the LUN value the target uses to expose the LUN.

             It must be in the form 0x0123456789abcdef

<OS Bus> is the bus number the OS should use to surface the LUN

<OS Target> is the target number the OS should use to surface the LUN

<OS LUN> is the LUN number the OS should use to surface the LUN

QAddTarget <TargetName>  <TargetPortalAddress> 

This command will manually configure a target and optionally persist that target.


TargetName is the name of the target.

TargetPortalAddress is the IP or DNS address of the target portal.

TargetPortalSocket is the TCP port number of the target portal. Typically this is 3260, which is the well-known port number defined for use by iSCSI.

RemoveTarget <TargetName>

This command will remove a target from the list of persisted targets.


TargetName is the name of the target.

Target Portals

These commands handle the management of target portals used for discovery by the iSCSI initiator service.

AddTargetPortal <TargetPortalAddress> <TargetPortalSocket>

                                        <Initiator Instance Name> <Initiator Port Number>

                                        <Security Flags>

                                        <Login Flags> <Header Digest> <Data Digest>

                                        <Maximum Connections> <DefaultTime2Wait>

                                        <DefaultTime2Retain> <Username> <Password> <AuthType>


This command will add a target portal to the list of persisted target portals. The iSCSI initiator service will perform a SendTargets operation to each target portal in the list whenever the service starts and whenever a full refresh of the target list is requested. 

TargetPortalAddress is the IP or DNS address of the target portal.

TargetPortalSocket is the TCP port number of the target portal. Typically this is 3260, which is the well-known port number defined for use by iSCSI.

Initiator Instance Name is the name of the initiator via which the SendTargets operation is performed. If not specified then the initiator used is selected by the iSCSI initiator service.

Initiator Port Number is the physical port number on the initiator via which the SendTargets operation is performed. If not specified then the kernel mode initiator driver chooses the initiator port used.

Security Flags is a set of flags that describe the type of IPSEC to use when establishing a TCP connection to the target portal. See below for the definitions of the security flags.
Login Flags is a set of flags that affect behavior of iSCSI login to the target portal. See below for the definitions of the login flags.
Header Digest is non-zero to indicate that the initiator should enable header digest when logging into the target portal. By specifying * for this parameter, the digest is setting is determined by the initiator kernel mode driver.

Data Digest is non-zero to indicate that the initiator should enable data digest when logging into the target portal. By specifying * for this parameter, the digest is setting is determined by the initiator kernel mode driver.

Maximum Connections specifies the maximum number of connections for the discovery session to use when performing the SendTargets operation. By specifying * for this parameter, the kernel mode initiator driver chooses the value for maximum connections.
DefaultTime2Wait is the value that the initiator should use to negotiate when logging into the target. By specifying * for this parameter, the kernel mode initiator driver chooses a value.

DefaultTime2Retain is the value that the initiator should use to negotiate when logging into the target. By specifying * for this parameter, the kernel mode initiator driver chooses a value.

Username is the string that should be used as the CHAP username when logging into the target. By specifying * for this parameter, the iSCSI initiator service will use the initiator node name as the CHAP username.

Password is the string that should be used as the target’s CHAP secret when logging into the target. The initiator will use this secret to compute a hash value based on the challenge sent by the target. 

AuthType is the type of authentication to use when logging into the target. See below for definitions of the authentication types.
QAddTargetPortal <TargetPortalAddress> 

                                           [CHAP Username] [CHAP Password]

This command will add a target portal to the list of persisted target portals. The iSCSI initiator service will perform a SendTargets operation to each target portal in the list whenever the service starts and whenever a full refresh of the target list is requested. If [CHAP Username] and [CHAP Password] are specified then one way CHAP is required. 
TargetPortalAddress is the IP or DNS address of the target portal.

TargetPortalSocket is the TCP port number of the target portal. Typically this is 3260, which is the well-known port number defined for use by iSCSI.

CHAP Username is the string that should be used as the CHAP username when logging into the target. By specifying * for this parameter, the iSCSI initiator service will use the initiator node name as the CHAP username.

CHAP Password is the string that should be used as the target’s CHAP secret when logging into the target. The initiator will use this secret to compute a hash value based on the challenge sent by the target. 

RemoveTargetPortal <TargetPortalAddress> <TargetPortalSocket> 

                                  <Initiator Name> <Initiator Port Number>


This command will remove a target portal from the list of persisted target  portals. The iSCSI initiator service will perform a SendTargets operation to each target portal in the list whenever the service starts and whenever a full refresh of the target list is requested. Note that the command does not purge the targets discovered via this target portal from the list of targets maintained by the service.

TargetPortalAddress is the IP or DNS address of the target portal

TargetPortalSocket is the TCP port number of the target portal. Typically this is 3260, which is the well-known port number defined for use by iSCSI.

Initiator Name is the name of the initiator via which the SendTargets operation is performed. If not specified then the initiator used is selected by the iSCSI initiator service.

Initiator Port Number is the physical port number on the initiator via which the SendTargets operation is performed. If not specified then the kernel mode initiator driver chooses the initiator port used.

RefreshTargetPortal <TargetPortalAddress> <TargetPortalSocket> 

                                  <Initiator Name> <Initiator Port Number>

This command will perform a SendTargets operation to the target portal and include the discovered targets into the list of targets maintained by the service. It does not add the target portal to the persistent list.

TargetPortalAddress is the IP or DNS address of the target portal

TargetPortalSocket is the TCP port number of the target portal. Typically this is 3260, which is the well-known port number defined for use by iSCSI.

Initiator Name is the name of the initiator via which the SendTargets operation is performed. If not specified then the initiator used is selected by the iSCSI initiator service.

Initiator Port Number is the physical port number on the initiator via which the SendTargets operation is performed. If not specified then the kernel mode initiator driver chooses the initiator port used.

ListTargetPortals

This command will display the list of persisted target portals that the iSCSI initiator service will use for discovery.

iSNS

These commands configure the list of iSNS servers used for discovery purposes by the iSCSI initiator service.

AddiSNSServer <iSNS Server Address>


This command will add the IP address or DNS name of an iSNS server to the list of iSNS servers that the iSCSI initiator service queries to discover targets. The service will then register itself with the iSNS server, also register for SCN (State Change Notification), and query the iSNS server for the list of available targets. The iSNS server address or name is persisted by the service and it will refresh the list of targets from that iSNS server whenever the service starts up and whenever a full refresh of the target list is requested.

RemoveiSNSServer <iSNS Server Address>


This command will remove the IP address or DNS name of the iSNS server from the persisted list of iSNS servers that the iSCSI initiator service maintains for discovery purposes. Note that the command does not purge the targets discovered via this iSNS server from the list of targets maintained by the service.

RefreshiSNSServer <iSNS Server Address>


This command will refresh the list of targets discovered from the specified iSNS server. The iSNS server IP address or DNS name is not persisted and the iSCSI initiator service does not verify whether the iSNS server address or name had previously been persisted or not. 

ListiSNSServers


This routine will display the list of iSNS server addresses that are persisted by the iSCSI Initiator service.
Target Operations

TargetInfo <TargetName> [Discovery Mechanism]

This command will return information about the target specified by TargetName. The iSCSI initiator service maintains a separate set of information about every target organized by each mechanism by which it was discovered. This means that each instance of a target can have different information such as target portal groups. Discovery Mechanism is an optional parameter and if not specified then only the list of discovery mechanisms for the target are displayed. If Discovery Mechanism is specified then information about the target instance discovered by that mechanism is displayed.

LoginTarget <TargetName> <ReportToPNP>

            <TargetPortalAddress> <TargetPortalSocket>

            <Initiator Instance Name> <Port number> <Security Flags>

            <Login Flags> <Header Digest> <Data Digest>

            <Max Connections> <DefaultTime2Wait>

            <DefaultTime2Retain> <Username> <Password> <AuthType> <Key>

            <Mapping Count> <Target Lun> <OS Bus> <Os Target>

            <OS Lun> ...



This command will login to a target 


TargetName is the name of the target.

ReportToPNP is a flag that indicates to the initiator whether or not it should expose the LUN to the port driver so that it can be exposed to the operating system as a storage device. This in turn would enable the volume to be mounted, formatted, and a drive letter assigned, etc.  If the value is T or t then the LUN is exposed as a device. If anything else then the LUN is not exposed and the only operations that can be performed to the target are SCSI Inquiry, SCSI Report LUNS and SCSI Read Capacity, and only via the iSCSI discovery service, since the operating system is not aware of the existence of the device.
TargetPortalAddress is the IP or DNS address of the target portal

TargetPortalSocket is the TCP port number of the target portal. Typically this is 3260, which is the well-known port number defined for use by iSCSI.

Initiator Instance Name is the name of the initiator via which the login operation is performed. If not specified then the initiator used is selected by the iSCSI initiator service.

Initiator Port Number is the physical port number on the initiator via which the login operation is performed. If not specified then the kernel mode initiator driver chooses the initiator port used.

Security Flags is a set of flags that describe the type of IPSEC to use when establishing a TCP connection to the target portal. See below for the definitions of the security flags.
Login Flags is a set of flags that affect behavior of iSCSI login to the target. See below for the definitions of the login flags.
Header Digest is non-zero to indicate that the initiator should enable header digest when logging into the target portal. By specifying * for this parameter, the digest setting is determined by the initiator kernel mode driver.

Data Digest is non-zero to indicate that the initiator should enable data digest when logging into the target portal. By specifying * for this parameter, the digest setting is determined by the initiator kernel mode driver.

MaximumConnections specifies the maximum number of connections for the discovery session to use when performing the SendTargets operation. By specifying * for this parameter, the kernel mode initiator driver chooses the value for maximum connections.
DefaultTime2Wait is the value that the initiator should use to negotiate when logging into the target. By specifying * for this parameter, the kernel mode initiator driver chooses a value.

DefaultTime2Retain is the value that the initiator should use to negotiate when logging into the target. By specifying * for this parameter, the kernel mode initiator driver chooses a value.

Username is the string that should be used as the CHAP username when logging into the target. By specifying * for this parameter, the iSCSI initiator service will use the initiator node name as the CHAP username.

Password is the string that should be used as the target’s CHAP secret when logging into the target. The initiator will use this secret to compute a hash value based on the challenge sent by the target. 

AuthType is the type of authentication to use when logging into the target. See below for definitions of the authentication types.
Key is the IPSEC pre-shared key to use to establish the TCP connection if IPSEC is needed. 
MappingCount specifies the count of target mappings that the initiator should use when logging into the target. Following the mapping count are that number of sets of target LUN, OS Bus, OS target and OS LUN values which comprise the actual mappings. See below for more information on the MappingCount parameters

<Target Lun> is the LUN value the target uses to expose the LUN.

             It must be in the form 0x0123456789abcdef

<OS Bus> is the bus number the OS should use to surface the LUN

<OS Target> is the target number the OS should use to surface the LUN

<OS LUN> is the LUN number the OS should use to surface the LUN

QLoginTarget <TargetName>  [CHAP Username] [CHAP Password] 



This command will login to a target using default values for most parameters. If only <TargetName> is specified then no CHAP authentication is attempted. If both [CHAP Username] and [CHAP Password] are specified then one way CHAP is required for authentication.


TargetName is the name of the target.

CHAP Username is the string that should be used as the CHAP username when logging into the target. By specifying * for this parameter, the iSCSI initiator service will use the initiator node name as the CHAP username.

CHAP Password is the string that should be used as the target’s CHAP secret when logging into the target. The initiator will use this secret to compute a hash value based on the challenge sent by the target. 

LogoutTarget <SessionId>


This command will attempt to logout of a target which was logged in via the session specified by SessionId. The iSCSI initiator service will not logout of a session if any devices exposed by it are currently in use.  If the command fails then consult the system eventlog for additional information about the component that is using the device.
PersistentLoginTarget <TargetName> <ReportToPNP>

            <TargetPortalAddress> <TargetPortalSocket>

            <Initiator Instance Name> <Port number> <Security Flags>

            <Login Flags> <Header Digest> <Data Digest>

            <Max Connections> <DefaultTime2Wait>

            <DefaultTime2Retain> <Username> <Password> <AuthType> <Key>

            <Mapping Count> <Target Lun> <OS Bus> <Os Target>

            <OS Lun> ...


This command will establish a persistent login to a target. A persistent login is the set of information required by an initiator to login to the target each time the initiator device is started, typically at system startup. .   This command does not initiate a login to this target until after the system is rebooted.  Use the LoginTarget command if this target is needed before rebooting.


TargetName is the name of the target.

ReportToPNP is a flag that indicates to the initiator whether or not it should expose the LUN to the port driver so that it can be exposed to the operating system as a storage device. This in turn would enable the volume to be mounted, formatted, and a drive letter assigned, etc.  If the value is T or t then the LUN is exposed as a device. If anything else then the LUN is not exposed and the only operations that can be performed to the target are SCSI Inquiry, SCSI Report LUNS and SCSI Read Capacity, and only via the iSCSI discovery service, since the operating system is not aware of the existence of the device.
TargetPortalAddress is the IP or DNS address of the target portal

TargetPortalSocket is the TCP port number of the target portal. Typically this is 3260, which is the well-known port number defined for use by iSCSI.

Initiator Instance Name is the name of the initiator via which the login operation is performed. If not specified then the initiator used is selected by the iSCSI initiator service.

Initiator Port Number is the physical port number on the initiator via which the login operation is performed. If not specified then the kernel mode initiator driver chooses the initiator port used.

Security Flags is a set of flags that describe the type of IPSEC to use when establishing a TCP connection to the target portal. See below for the definitions of the security flags.
Login Flags is a set of flags that affect behavior of iSCSI login to the target. See below for the definitions of the login flags.
Header Digest is non-zero to indicate that the initiator should enable header digest when logging into the target portal. By specifying * for this parameter, the digest setting is determined by the initiator kernel mode driver.

Data Digest is non-zero to indicate that the initiator should enable data digest when logging into the target portal. By specifying * for this parameter, the digest setting is determined by the initiator kernel mode driver.

MaximumConnections specifies the maximum number of connections for the discovery session to use when performing the SendTargets operation. By specifying * for this parameter, the kernel mode initiator driver chooses the value for maximum connections.
DefaultTime2Wait is the value that the initiator should use to negotiate when logging into the target. By specifying * for this parameter, the kernel mode initiator driver chooses its own value.

DefaultTime2Retain is the value that the initiator should use to negotiate when logging into the target. By specifying * for this parameter, the kernel mode initiator driver chooses its own value.

Username is the string that should be used as the CHAP username when logging into the target. By specifying * for this parameter, the iSCSI initiator service will use the initiator node name as the CHAP username.

Password is the string that should be used as the target’s CHAP secret when logging into the target. The initiator will use this secret to compute a hash value based on the challenge sent by the target. 

AuthType is the type of authentication to use when logging into the target. See below for definitions of the authentication types.
Key is the IPSEC pre-shared key to use to establish the TCP connection if IPSEC is needed. 
MappingCount specifies the count of target mappings that the initiator should use when logging into the target. Following the mapping count are that number of sets of target LUN, OS Bus, OS target and OS LUN values which comprise the actual mappings. See below for more information on the MappingCount parameters

<Target Lun> is the LUN value the target uses to expose the LUN.

             It must be in the form 0x0123456789abcdef

<OS Bus> is the bus number the OS should use to surface the LUN

<OS Target> is the target number the OS should use to surface the LUN

<OS LUN> is the LUN number the OS should use to surface the LUN

ListPersistentTargets


This command will display the list of persistent targets configured for all initiators.

RemovePersistentTarget <Initiator Name> <TargetName>

                       <Initiator Port Number>

                       <Target Portal Address>

                       <Target Portal Socket>


This command will remove a target from the list of persistent targets. 

Initiator Name is the name of the initiator that is configured to persistently login to the target.


TargetName is the name of the target.

Initiator Port Number is the physical port number on the initiator via which the SendTargets operation is performed. If not specified then the kernel mode initiator driver chooses the initiator port used.

TargetPortalAddress is the IP or DNS address of the target portal

TargetPortalSocket is the TCP port number of the target portal. Typically this is 3260, which is the well-known port number defined for use by iSCSI.

AddConnection <SessionId> <Initiator Instance Name>

              <Initiator Port Number> <Target Portal Address>

              <Target Portal Socket> <Security Flags>

            <Login Flags> <Header Digest> <Data Digest>

            <Max Connections> <DefaultTime2Wait>

            <DefaultTime2Retain> <Username> <Password> <AuthType> <Key>



This command will add a connection to an existing session. Note that the Microsoft iSCSI software initiator kernel mode driver does not support adding a connection to a session.


SessionId is the identifier that represents an active session to a target
Initiator Instance Name is the name of the initiator via which the add connection operation is performed. If not specified then the initiator used is selected by the iSCSI initiator service.

Initiator Port Number is the physical port number on the initiator via which the add connection operation is performed. If not specified then the kernel mode initiator driver chooses the initiator port used.

TargetPortalAddress is the IP address or DNS name of the target portal.

TargetPortalSocket is the TCP socket or port number of the target portal. Typically this is 3260.

Security Flags is a set of flags that describe the type of IPSEC to use when establishing a TCP connection to the target portal. See below for the definitions of the security flags.
Login Flags is a set of flags that affect behavior of iSCSI login to the target. See below for the definitions of the login flags.
Header Digest is non-zero to indicate that the initiator should enable header digest when logging into the target portal. By specifying * for this parameter, the digest setting is determined by the initiator kernel mode driver.

Data Digest is non-zero to indicate that the initiator should enable data digest when logging into the target portal. By specifying * for this parameter, the digest setting is determined by the initiator kernel mode driver.

MaximumConnections specifies the maximum number of connections for the discovery session to use when performing the SendTargets operation. By specifying * for this parameter, the kernel mode initiator driver chooses the value for maximum connections.
DefaultTime2Wait is the value that the initiator should use to negotiate when logging into the target. By specifying * for this parameter, the kernel mode initiator driver chooses a value.

DefaultTime2Retain is the value that the initiator should use to negotiate when logging into the target. By specifying * for this parameter, the kernel mode initiator driver chooses a value.

Username is the string that should be used as the CHAP username when logging into the target. By specifying * for this parameter, the iSCSI initiator service will use the initiator node name as the CHAP username.

Password is the string that should be used as the target’s CHAP secret when logging into the target. The initiator will use this secret to compute a hash value based on the challenge sent by the target. 

AuthType is the type of authentication to use when logging into the target. See below for definitions of the authentication types.
Key is the IPSEC pre-shared key to use to establish the TCP connection if IPSEC is needed. 
QAddConnection <SessionId> <Initiator Instance Name>

                                <Target Portal Address> 
                               [CHAP Username] [CHAP Password]


This command will add a connection to an existing session. If [CHAP Username] and [CHAP Password] are specified then one way CHAP is required. Note that the Microsoft iSCSI software initiator kernel mode driver does not support adding a connection to a session.


SessionId is the identifier that represents an active session to a target
Initiator Instance Name is the name of the initiator via which the add connection operation is performed. If not specified then the initiator used is selected by the iSCSI initiator service.

TargetPortalAddress is the IP address or DNS name of the target portal.

TargetPortalSocket is the TCP socket or port number of the target portal. Typically this is 3260.

CHAP Username is the string that should be used as the CHAP username when logging into the target. By specifying * for this parameter, the iSCSI initiator service will use the initiator node name as the CHAP username.

CHAP Password is the string that should be used as the target’s CHAP secret when logging into the target. The initiator will use this secret to compute a hash value based on the challenge sent by the target. 

RemoveConnection <SessionId> <ConnectionId>

This command will remove the connection represented by ConnectionId from the session represented by SessionId. Note that the last connection cannot be removed from a session; the session should be logged out instead. 

SCSI Commands

These commands perform SCSI operations and report SCSI information

ScsiInquiry <SessionId> <LUN> <EvpdCmddt> <PageCode> [Length]

This command sends a SCSI INQUIRY command to a LUN on a target. 

SessionId is the identifier that represents an active session to a target.
LUN is the Target LUN number to which the INQUIRY is sent.

EvpdCmddt is the parameter to use for the INQUIRY command.

PageCode is the page code to specify for the INQUIRY command.

Length is the allocation length to specify for the INQUIRY command. This parameter is optional. Default value is 0xFF. Maximum value is 8KB.
ReadCapacity <SessionId> <LUN>


This command will send a SCSI READ CAPACITY command to a LUN on a target.

SessionId is the identifier that represents an active session to a target.
LUN is the Target LUN number to which the READ CAPACITY is sent.

ReportLUNs <SessionId>


This command will send a SCSI REPORT LUNS command to a target.

SessionId is the identifier that represents a session to a target.
ReportTargetMappings

This command will display the set of target mappings assigned to all of the LUNs that all of the initiators have logged in to.

IPSEC Commands

TunnelAddr <Initiator Name> <InitiatorPort> <Destination Address> 

                    <Tunnel Address> <Persist>

This command establishes a tunnel mode outer address that is used for tunnel mode IPSEC operations.

Initiator Name is the name of the initiator for which the tunnel mode outer address is configured. If * is specified as the value for this parameter then all initiators are configured with this address.

Initiator Port Number is the physical port number on the initiator for which the tunnel mode outer address is configured. If * is specified as the value for this parameter then all ports are configured with this address.

Destination Address is the destination IP address to associate with the tunnel address.

Tunnel Address is the tunnel IP address to associate with the destination address

Persist is a flag that indicates whether or not to persist the configuration of the tunnel mode address. If this parameter is T or t then the address is persisted.

GroupKey <Key> <Persist>

This command establishes a group pre-shared key which is the pre-shared key to use for IPSEC negotiation when a specific pre-shared key is not available. 

Key is the group pre-shared key
Persist is a flag that indicates whether or not to persist the configuration of the group pre-shared key. If this parameter is T or t then the key is persisted.

PSKey <Initiator Name> <initiator Port> <Security Flags> 

            <Id Type> <Id>  <Key> <persist>

This command establishes a pre-shared key to be associated with a specific IKE payload ID.

Initiator Name is the name of the initiator for which the tunnel mode outer address is configured. If * is specified as the value for this parameter then all initiators are configured with this address.

Initiator Port Number is the physical port number on the initiator for which the tunnel mode outer address is configured. If * is specified as the value for this parameter then all ports are configured with this address.

Security Flags is a set of flags that describe the type of IPSEC to use when establishing a TCP connection to the target portal. See below for the definitions of the security flags.
IdType is the type of IKE ID payload. It can be a fully qualified domain name (2) or an IP version 4 address (1).

Id is the IKE ID payload.
Key is the pre-shared key.

Persist is a flag that indicates whether or not to persist the configuration of the tunnel mode address. If this parameter is T or t then the address is persisted.

Volume Binding Commands

BindPersistentVolumes

BindPersistentDevices


This command will cause the iSCSI Initiator service to determine which disk volumes are currently exposed by the active iSCSI sessions for all initiators and then persist that list. The next time the iSCSI Initiator service starts it will wait for all of those volumes to be mounted (or a timeout occurs) before completing its service startup. If there is a service configured to automatically start at system startup that depends upon data on an iSCSI disk volume, then this command should be performed and the service be made dependent upon the MSiSCSI service.

ReportPersistentDevices
This command will display the list of volumes and devices that are currently persistently bound by the iSCSI initiator. If a volume in the list is currently mounted then the drive letter and mount point is shown. If not mounted then the device interface name is shown.  For a device the device interface name is shown.
AddPersistentDevice <Device or Volume Path>

This command will add a new volume or to the list of persistently bound volumes. 

<Device or Volume Path> is the drive letter or mount point for the volume to persistently bind or the device interface name for a device.  If the volume or device is already bound or the volume or device is not composed of devices exposed by iSCSI then an error is returned.
RemovePersistentDevice <Device or Volume Path>

This command will remove a volume or device from the list of persistently bound volumes and devices. 

<Device or Volume Path> is the drive letter or mount point for the volume to persistently bind or the device interface name for a device.
ClearPersistentDevices


This command will remove all volumes from the list of persistently bound volumes.

Miscellaneous Commands

ListInitiators


This command will display the list of initiator instance names that are running and operating with the iSCSI initiator service.

NodeName <node name>


This command allows the default iSCSI node name for the initiator to be changed. Node Name specifies the new node name. Note that the format of the new node name is not verified to be a valid iqn or eui name. If * is specified for Node Name then the node name reverts to the default node name that is generated by the service based on the computer name.
SessionList


This command displays the list of active sessions for all initiators. Note that a session that has no connections is not connected to the target and is in a retry state.

CHAPSecret <CHAP secret>


This command specifies the initiator CHAP secret used for mutual CHAP authentication when the initiator authenticates the target. If the parameter specified is *, then an empty initiator CHAP secret is set. If the parameter starts with 0x then the secret is assumed to be a hex string.
VersionInfo

This command will display the file version for all of the files that compose the iSCSI initiator package.

Mappings Values


A number of commands can specify a set of mappings. If no mappings are to be specified then the Mapping Count should be 0 with no further parameters. If Mapping Count is not zero then a set of 4 mapping parameters for each mapping is expected to follow the mapping count. The mapping parameters are:

Target LUN is the LUN number at the target
OS Bus is the bus number on the initiator to assign to the LUN. All mappings in a single command must specify the same OS Bus value.
OS Target is the target number on the initiator to assign to the LUN. All mappings in a single command must specify the same OS Target value.
OS LUN is the LUN number on the initiator to assign to the LUN. All mappings in a single command must specify different OS LUN values.
Target Flag Values 

ISCSI_TARGET_FLAG_HIDE_STATIC_TARGET            0x00000002


If this flag is set then the manually configured target is not reported unless the target is discovered by another mechanism.

ISCSI_TARGET_FLAG_MERGE_TARGET_INFORMATION      0x00000004

If this flag is set then the target information passed will be merged with any target information already statically configured for the target

Security Flags Values


Security Flags specify the IPSEC information to use when the initiator establishes a TCP connection to the target. These flags are identical to the definitions for the iSNS Security Bitmap.  By specifying * for this parameter, the value used is 0. Otherwise, the value specified should be a combination of one or more of the values for these flags.  

Tunnel Mode Preferred






0x00000040

Transport Mode Preferred





0x00000020

PFS (Perfect Forward Secrecy) Enable

   


0x00000010

Negotiate via Aggressive Mode 





0x00000008

Negotiate via Main mode 





0x00000004

IPSEC/IKE Enabled 






0x00000002

Valid Flags







0x00000001

Login Flags Values


Login Flags specify information about how the iSCSI Initiator service should login to the target. By specifying * for this parameter, the value used is 0.  Otherwise, the value specified should be a combination of one or more of the values for these flags.

ISCSI_LOGIN_FLAG_REQUIRE_IPSEC                      0x00000001


If this flag is specified then the iSCSI initiator service will not allow a connection to the target unless that connection is protected via IPSEC.

ISCSI_LOGIN_FLAG_MULTIPATH_ENABLED           0x00000002


If this flag is set then the iSCSI Initiator service will not validate whether there is already an active session to the target being logged into. Without this flag the iSCSI initiator service will not allow more than one session to be logged in or attempting to login to a target at one time.

Authentication Types Values


The Authentication Types specify what type of authentication to perform when logging into a target. 

ISCSI_NO_AUTH_TYPE




0


If this value is used then no authentication is performed.

ISCSI_CHAP_AUTH_TYPE




1


If this value is used then one-way CHAP is performed (target authenticates initiator). The target CHAP secret must be specified.

ISCSI_MUTUAL_CHAP_AUTH_TYPE 


2


If this value is used then mutual CHAP is performed (target authenticates initiator and initiator authenticates target). The target CHAP secret must be specified and the initiator CHAP secret must also have been set.

 

Appendix E – Microsoft iSCSI Software Initiator Error Messages and Status Codes
The Microsoft iSCSI Software Initiator Package is an integrated part of Windows and can return any of the standard set of Win32 error codes. In some cases these error codes are not specific enough for iSCSI operations so there is an additional set if iSCSI specific error codes that are also used by the Microsoft iSCSI Software Initiator Package.

iSCSI Error Codes Table:

	Message ID
	Message Text
	Status Code

	ISDSC_NON_SPECIFIC_ERROR
	A non-specific error occurred
	0xEFFF0001

	ISDSC_LOGIN_FAILED
	Login Failed
	0xEFFF0002

	ISDSC_CONNECTION_FAILED
	Connection Failed
	0xEFFF0003

	ISDSC_INITIATOR_NODE_ALREADY_
EXISTS
	Initiator Node Already Exists
	0xEFFF0004

	ISDSC_INITIATOR_NODE_NOT_
FOUND
	Initiator Node Does Not Exist
	0xEFFF0005

	ISDSC_TARGET_MOVED_TEMPORARILY
	Target Moved Temporarily
	0xEFFF0006

	ISDSC_TARGET_MOVED_PERMANENTLY
	Target Moved Permanently
	0xEFFF0007

	ISDSC_INITIATOR_ERROR
	Initiator Error
	0xEFFF0008

	ISDSC_AUTHENTICATION_FAILURE
	Authentication Failure
	0xEFFF0009

	ISDSC_AUTHORIZATION_FAILURE
	Authorization Failure
	0xEFFF000A

	ISDSC_NOT_FOUND
	Not Found
	0xEFFF000B

	ISDSC_TARGET_REMOVED
	Target Removed
	0xEFFF000C

	ISDSC_UNSUPPORTED_VERSION
	Unsupported Version
	0xEFFF000D

	ISDSC_TOO_MANY_CONNECTIONS
	Too many Connections
	0xEFFF000E

	ISDSC_MISSING_PARAMETER
	Missing Parameter
	0xEFFF000F

	ISDSC_CANT_INCLUDE_IN_SESSION
	Cannot include in session
	0xEFFF0010

	ISDSC_SESSION_TYPE_NOT_
SUPPORTED
	Session type not supported
	0xEFFF0011

	ISDSC_TARGET_ERROR
	Target Error
	0xEFFF0012

	ISDSC_SERVICE_UNAVAILABLE
	Service Unavailable
	0xEFFF0013

	ISDSC_OUT_OF_RESOURCES
	Out of Resources
	0xEFFF0014

	ISDSC_CONNECTION_ALREADY_EXISTS
	Connections already exist on initiator node
	0xEFFF0015

	ISDSC_SESSION_ALREADY_EXISTS
	Session Already Exists
	0xEFFF0016

	ISDSC_INITIATOR_INSTANCE_NOT_
FOUND
	Initiator Instance Does Not Exist.
	0xEFFF0017

	ISDSC_TARGET_ALREADY_EXISTS
	Target Already Exists
	0xEFFF0018

	ISDSC_DRIVER_BUG
	The iSCSI driver implementation did not complete an operation correctly
	0xEFFF0019

	ISDSC_INVALID_TEXT_KEY
	An invalid key text was encountered
	0xEFFF001A

	ISDSC_INVALID_SENDTARGETS_TEXT
	Invalid SendTargets response text was encountered
	0xEFFF001B

	ISDSC_INVALID_SESSION_ID
	Invalid Session Id
	0xEFFF001C

	ISDSC_SCSI_REQUEST_FAILED
	The SCSI request failed
	0xEFFF001D

	ISDSC_TOO_MANY_SESSIONS
	Exceeded max sessions for this initiator
	0xEFFF001E

	ISDSC_SESSION_BUSY
	Session is busy since a request is already in progress
	0xEFFF001F

	ISDSC_TARGET_MAPPING_UNAVAILABLE
	The target mapping requested is not available
	0xEFFF0020

	ISDSC_ADDRESS_TYPE_NOT_
SUPPORTED
	The Target Address type given is not supported
	0xEFFF0021

	ISDSC_LOGON_FAILED
	Logon Failed
	0xEFFF0022

	ISDSC_SEND_FAILED
	TCP Send Failed
	0xEFFF0023

	ISDSC_TRANSPORT_ERROR
	TCP Transport Error
	0xEFFF0024

	ISDSC_VERSION_MISMATCH
	iSCSI Version Mismatch
	0xEFFF0025

	ISDSC_TARGET_MAPPING_OUT_OF_RANGE
	The Target Mapping Address passed is out of range for the adapter configuration
	0xEFFF0026

	ISDSC_TARGET_PRESHAREDKEY_
UNAVAILABLE
	The pre-shared key for the target or IKE identification payload is not available
	0xEFFF0027

	ISDSC_TARGET_AUTHINFO_
UNAVAILABLE
	The authentication information for the target is not available
	0xEFFF0028

	ISDSC_TARGET_NOT_FOUND
	The target name is not found or is marked as hidden from login
	0xEFFF0029

	ISDSC_LOGIN_USER_INFO_BAD
	One or more parameters specified in LoginTargetIN structure is invalid
	0xEFFF002A

	ISDSC_TARGET_MAPPING_EXISTS
	Given target mapping already exists
	0xEFFF002B

	ISDSC_HBA_SECURITY_CACHE_FULL
	The HBA security information cache is full
	0xEFFF002C

	ISDSC_INVALID_PORT_NUMBER
	The port number passed is not valid for the initiator
	0xEFFF002D

	ISDSC_OPERATION_NOT_ALL_SUCCESS
	The operation was not successful for all initiators or discovery methods
	0xAFFF002E

	ISDSC_HBA_SECURITY_CACHE_NOT_
SUPPORTED
	The HBA security information cache is not supported by this adapter
	0xEFFF002F

	ISDSC_IKE_ID_PAYLOAD_TYPE_NOT_
SUPPORTED
	The IKE id payload type specified is not supported
	0xEFFF0030

	ISDSC_IKE_ID_PAYLOAD_INCORRECT_SIZE
	The IKE id payload size specified is not correct
	0xEFFF0031

	ISDSC_TARGET_PORTAL_ALREADY_EXISTS
	Target Portal Structure Already Exists
	0xEFFF0032

	ISDSC_TARGET_ADDRESS_ALREADY_
EXISTS
	Target Address Structure Already Exists
	0xEFFF0033

	ISDSC_NO_AUTH_INFO_AVAILABLE
	There is no IKE authentication information available
	0xEFFF0034

	ISDSC_NO_TUNNEL_OUTER_MODE_
ADDRESS
	There is no tunnel mode outer address specified
	0xEFFF0035

	ISDSC_CACHE_CORRUPTED
	Authentication or tunnel address cache is corrupted
	0xEFFF0036

	ISDSC_REQUEST_NOT_SUPPORTED
	The request or operation is not supported
	0xEFFF0037

	ISDSC_TARGET_OUT_OF_RESORCES
	The target does not have enough resources to process the given request
	0xEFFF0038

	ISDSC_SERVICE_DID_NOT_RESPOND
	The initiator service did not respond to the request sent by the driver
	0xEFFF0039

	ISDSC_ISNS_SERVER_NOT_FOUND
	The iSNS server was not found or is unavailable
	0xEFFF003A

	ISDSC_OPERATION_REQUIRES_REBOOT
	The operation was successful but requires a driver reload or reboot to become effective
	0xAFFF003B

	ISDSC_NO_PORTAL_SPECIFIED
	There is no target portal available to complete the login
	0xEFFF003C

	ISDSC_CANT_REMOVE_LAST_
CONNECTION
	Cannot remove the last connection for a session
	0xEFFF003D

	ISDSC_SERVICE_NOT_RUNNING
	The Microsoft iSCSI initiator service has not been started
	0xEFFF003E

	ISDSC_TARGET_ALREADY_LOGGED_IN
	The target has already been logged in via an iSCSI session
	0xEFFF003F

	ISDSC_DEVICE_BUSY_ON_SESSION
	The session cannot be logged out since a device on that session is currently being used
	0xEFFF0040

	ISDSC_COULD_NOT_SAVE_PERSISTENT_
LOGIN_DATA
	Failed to save persistent login information
	0xEFFF0041

	ISDSC_COULD_NOT_REMOVE_
PERSISTENT_LOGIN_DATA
	Failed to remove persistent login information
	0xEFFF0042

	ISDSC_PORTAL_NOT_FOUND
	The specified portal was not found
	0xEFFF0043

	ISDSC_INITIATOR_NOT_FOUND
	The specified initiator name was not found
	0xEFFF0044

	ISDSC_DISCOVERY_MECHANISM_NOT_
FOUND
	The specified discovery mechanism was not found
	0xEFFF0045

	ISDSC_IPSEC_NOT_SUPPORTED_ON_OS
	iSCSI does not support IPSEC for this version of the OS
	0xEFFF0046

	ISDSC_PERSISTENT_LOGIN_TIMEOUT
	The iSCSI service timed out waiting for all persistent logins to complete
	0xEFFF0047

	ISDSC_SHORT_CHAP_SECRET
	The specified CHAP secret is less than 96 bits and will not be usable for authenticating over non IPsec connections
	0xAFFF0048

	ISDSC_EVALUATION_PEROID_EXPIRED
	The evaluation period for the iSCSI initiator service has expired
	0xEFFF0049

	ISDSC_INVALID_CHAP_SECRET
	CHAP secret given does not conform to the standard. Please see system event log for more information
	0xEFFF004A

	ISDSC_INVALID_TARGET_CHAP_SECRET
	Target CHAP secret given is invalid
	0xEFFF004B

	ISDSC_INVALID_INITIATOR_CHAP_SECRET
	Initiator CHAP secret given is invalid
	0xEFFF004C

	ISDSC_INVALID_CHAP_USER_NAME
	CHAP Username given is invalid
	0xEFFF004D

	ISDSC_INVALID_LOGON_AUTH_TYPE
	Logon Authentication type given is invalid
	0xEFFF004E

	ISDSC_INVALID_TARGET_MAPPING
	Target Mapping information given is invalid
	0xEFFF004F

	ISDSC_INVALID_TARGET_ID
	Target Id given in Target Mapping is invalid
	0xEFFF0050

	ISDSC_INVALID_ISCSI_NAME
	The iSCSI name specified contains invalid characters or is too long
	0xEFFF0051

	ISDSC_INCOMPATIBLE_ISNS_VERSION
	The iSNS version number returned from the iSNS server is not compatible with this version of the iSNS client
	0xEFFF0052

	ISDSC_FAILED_TO_CONFIGURE_IPSEC
	Initiator failed to configure IPSec for the given connection. This could be because of low resources
	0xEFFF0053

	ISDSC_BUFFER_TOO_SMALL
	The buffer given for processing the request is too small
	0xEFFF0054

	ISDSC_INVALID_LOAD_BALANCE_
POLICY
	The given Load Balance policy is not recognized by iSCSI initiator
	0xEFFF0055

	ISDSC_INVALID_PARAMETER
	One or more parameters specified is not valid
	0xEFFF0056

	ISDSC_DUPLICATE_PATH_SPECIFIED
	Duplicate PathIds were specified in the call to set Load Balance Policy
	0xEFFF0057

	ISDSC_PATH_COUNT_MISMATCH
	Number of paths specified in Set Load Balance Policy does not match the number of paths to the target
	0xEFFF0058

	ISDSC_INVALID_PATH_ID
	Path Id specified in the call to set Load Balance Policy is not valid
	0xEFFF0059

	ISDSC_MULTIPLE_PRIMARY_PATHS_
SPECIFIED
	Multiple primary paths specified when only one primary path is expected
	0xEFFF005A

	ISDSC_NO_PRIMARY_PATH_SPECIFIED
	No primary path specified when at least one is expected
	0xEFFF005B

	ISDSC_VOLUME_ALREADY_
PERSISTENTLY_BOUND
	Volume is already a persistently bound volume
	0xEFFF005C

	ISDSC_VOLUME_NOT_FOUND
	Volume was not found
	0xEFFF005D

	ISDSC_VOLUME_NOT_ISCSI
	The volume specified does not originate from an iSCSI disk
	0xEFFF005E

	ISDSC_DNS_NAME_UNRESOLVED
	The DNS name specified was not resolved
	0xEFFF005F

	ISDSC_LB_POLICY_NOT_SUPPORTED
	The given Load Balance policy is not supported.
	0xEFFF0061L

	ISDSC_REMOVE_CONNECTION_IN_PROGRESS
	A remove connection request is already in progress for this session.
	0xEFFF0062L

	ISDSC_INVALID_CONNECTION_ID
	Given connection was not found in the session.


	0xEFFF0063L

	ISDSC_CANNOT_REMOVE_LEADING_CONNECTION
	The leading connection in the session cannot be removed.
	0xEFFF0064L

	ISDSC_CANNOT_REMOVE_ACTIVE_CONNECTION
	The active connection for a session configured to perform failover cannot be removed.
	0xEFFFF065L


Appendix F – Sample iSCSICLI login Script
This script can be run from the command line including Server Core to quickly connect to an iSCSI target 

Pre-Requisites:

1. Windows host running the Microsoft iSCSI Software Initiator. 

2. Pre-configured iSCSI target. 

@ECHO OFF

SETLOCAL 

setlocal EnableDelayedExpansion

REM - Batch file quick connect to an iSCSI Target.

REM - 1. First add portal for the IP address that has been entered. 

REM - 2. List Targets.

REM - 3. If only one target is listed, then logon.

REM - 4. Mark it persistent.

REM - 5. Done.

SET ipaddress=%1

echo "Trying to add target %1 for discovery"

iscsicli QAddTargetPortal %ipaddress%

REM – Find out the number of Targets discovered for the portal address

SET _count=0

FOR /F "usebackq skip=1" %%G IN (`iscsicli ListTargets`) DO (

SET _cmp=%%G

SET _result=!_Cmp:~0,4!

REM - Get a valid IQN Name.

IF !_RESULT!==iqn. (

set TargetName=!_cmp!

SET /a _count = _count + 1

)

)

REM - Check if there is only one target.

if !_count! equ 1 (

echo "Found A Target - %TargetName%: Attempt to login"

iscsicli QLoginTarget %TargetName%

Echo “Mark the target as a persistent target”

iscsicli PersistentLoginTarget %TargetName% * * * * * * * * * * * * * * * *

) ELSE (

echo "Did not find a single Target to login"
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